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Preface

This book grew out of two previcus introductory texts: Fundamentals
of Mathematics for Linguists by Baibara Hall Partee and Introduction to
Mathematical Linguistics by Robert Wall, both of which had gone out of
print in the US by the mid 1980’s. Faced with the daunting prospect of
revising and updating each of these books for re-publication, the authors
decided to pool their resources and soon after Alice ter Meulen joined them
in the project of producing this book, Mathematical Methods in Linguistics.

Like its predecessors, this book is designed primarily for students in lin-
guistics, but it can of course be used by anyone wanting an introduction to
the kind of discrete mathematics which finds application in many areas of
contemporary linguistic theory. We have tried to make this a gentle intro-
duction in that nearly all the basic material on set theory and logic (Parts
A and B) presuppose no mathematical skills beyond the high school level.
Indeed, since the mathematics covered here deals with discrete entities—for
example, strings of letters from some alphabet-rather than with continu-
ous structures such as lines and areas, the reader will find that it bears a
stronger resemblance to high school algebra than to calculus or analytic ge-
ometry. One aim, then, is to provide a kind of basic literacy course in set
theory and formal logic, which are essential to understanding formalizations
in a broad and ever-increasing range of work in linguistics (and in many
other fields as well).

The largest portion of this book, however, shows how more complex and
interesting structures can be built ocut of the set-theoretic and logical bases,
and, within the imits of space available in these already dense pages, we have
tried to indicate how these structures can prove useful in certain linguistic
domains. Part C, for example, leads from the notions of order and operation
to algebraic structures such as groups, semigroups, and monoids, and on
to lattices and Boolean and Heyting algebras, which have played a central
role in much recent work in the semantics of events, mass terms, collective
vs. distributive actions, etc. In Part D, the model-theoretic semantics of

Xvii



predicate logic is extended and applied to a limited, but interesting, fragment
of English, and this leads into a discussion of work on generalized quantifiers
and the problems posed by intensional constructions. Part E deals with an
area which has traditionally been labelled “mathematical lingusitics,” ie.,
formal languages and automata theory This section includes proofs of the
non-regularity of English and of the non-context freeness of Swiss German as
well as material on formal languages —e.g., indexed languages, tree adjoining
languages, and categorial languages— lying between the context free and
context sensitive classes. There is also a brief discussion of the mathematical
properties of “standard theory” transformational grammars.

As is perhaps evident from these cursory descriptions, Parts C, D, and E
each form nearly independent sequels to the introductory material in Parts
A and B There is far more material here than can be covered in a one
semester course (or perhaps even a one year course), so an instructor will
necessarily have to make a selection according to the background and inter-
ests of the class. For those approaching the subject matter for the first time,
it might be wise not to try to read the first eight chapters in sequence but
to take the elementary sections on set theory and logic in parallel, leaving
the more advanced material on axiomatic systems, Chapter 8, for later. The
exercises at the end of most chapters and sections (with answers to many of
them supplied at the back of the book) will help both students enrolled in
a class and those working on their own to check their understanding of the
concepts introduced Some relevant but not, strictly speaking, essential ma-
terial has been relegated to appendices, and there are, of course, references
and suggestions for further reading to be found with each section.

A word should be said about what is not included. We have not tried to
cover probability and statistics (used in glottochronology, frequency counts
of words and constructions in texts, and in fact relevant to the analysis
of any sort of experimental data), the mathematics of wave theory (used
in acoustic phonetics), and the mathematics of computation beyond basic
automata theory (used in computational linguistics in the study of parsing
and machine translation, for example). There is virtually no limit to the
mathematical tools which might eventually prove useful in solving linguistic
problems, and so a book such as this one can never hope to be completely
comprehensive.

Beyond the specific aims just outlined, we have an even broader purpose
in mind in puttting this textbook together. To quote from the Preface of
Fundamentals of Mathematics for Linguists:



A further and even more general aim of the book is to make math-
ematical concepts and mathematical reasoning more accessible,
less formidable, and hopefully even pleasurable, to those students
who have stayed away from mathematics out of a perceived inse-
curity or distaste for the subject Many of the best textbooks on
subjects treated here presuppose a considerable degree of math-
ematical sophistication, not because the sub ject matter requires
it, but just because in most curricula such topics as formal sys-
tems and automata theory are not standard first-year fare and
are more likely to be taken up by students who have studied a
considerable amount of other logic or mathematics first. And it
is certainly true that this book by itself does not provide [all] the
tools to become a creative researcher in mathematical linguistics
or in any of the branches of mathematics here covered; but [we]
believe it does provide a solid grounding to enable the student to
understand much of the basis of the formalization encountered
in linguistics and other social and behavioral sciences, and to go
- on to study further mathematics and logic with confidence.

Many people contributed to the preparation of this book. We would
especially like to thank Fred Landman, David Dowty, Pauline Jacobson,
John Etchemendy, Tom Hukari, Arnold Zwicky, Craige Roberts, and Peter
Lasersohn for reading earlier versions of the manuscript and field-testing
parts of it in the classroom. Their suggestions and criticisms have led to
many improvements, for which we are very grateful. Kathy Adamczyk, Louis
Conover, John Brolio, Avery Andrews, and Krzysiek Rozwadowski worked
uncountably many hours putting the text into computer-readable form and
IATEXing it into camera-ready copy. Their patience and dedication knows no
bounds, and they are to be thanked for the fact that the price of the book is a
finite and relatively reasonable amount. A special debt of gratitude is owed
to Lauri Karttunen, Annie Zaenen, Mark Aronszajn, and Steven Weisler
for their support, encouragement, and generous hospitality. We would also
like to express our sincere appreciation to Martin Scrivener of Kluwer Aca-
demic Publishers for his continued patience, understanding, and unfailing
support during the long process of getting this book into print. And we
gratefully acknowledge the help of the System Development Foundation for
Grant No. 650 to Barbara Partee during part of the time the manuscript
was being prepared, and a research grant from the University of Groningen
during 1985-86 to Alice ter Meulen.



For any mistakes, omissions, or other deficiencies remaining, the authors
have agreed to blame each other.
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Chapter 1

Basic Concepts of Set
Theory

1.1 The concept of a set

A set is an abstract collection of distinct objects which are called the mem-
bers or elements of that set. Objects of quite different nature can be members
of a set, e.g. the set of red objects may contain cars, blood-cells, or painted
representations. Members of a set may be concrete, like cars, blood-cells or
physical sounds, or they may be abstractions of some sort, like the number
two, or the English phoneme /p/, or a sentence of Chinese. In fact, we
may arbitrarily collect objects into a set even though they share no property
other than being a member of that set The subject matter of set theory and
hence of Part A of this book is what can be said about such sets disregarding
the actual nature of their members.

Sets may be large, e.g. the set of human beings, or small, e g the set
of authors of this book. Sets are either finite, e.g. the readers of this book
or the set of natural numbers between 2 and 98407, or they are infinite, e g.
the set of sentences of a natural language or the set of natural numbers:
zero, one, two, three, . ... Since members of sets may be abstract objects,
a set may in particular have ancther set as a member. A set can thus
simultaneously be a member of another set and have other sets as members.
This characteristic makes set theory a very powerful tool for mathematical
and linguistic analysis.

A set may be a legitimate object even when our knowledge of its member-
ship is uncertain or incomplete. The set of Roman Emperors is well-defined
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even though its membership is not widely known, and similarly the set of all
former first-grade teachers is perfectly determined, although it may be hard
to find out who belongs to it. For a set to be well-defined it must be clear :n
principle what makes an object qualify as a member of it. For our present
purposes we may simply assume that, for instance, the set of red objects is
well-defined, and disregard uncertainties about the exact boundary between
red and orange or other sources of vagueness.

A set with only one member is called a singleton, e g the set consisting
of you only, and there is one special set, the empty set or the null set, which
has no members at all. The empty set may seem rather startling in the
beginning, but it is the only possible representation of such things as the set
of square circles or the set of all things not identical to themselves. Moreover,
it is a mathematical convenience. If sets were restricted to having at least
one member, many otherwise general statements about sets would have to
contain a special condition for the empty set. As a matter of principle,
mathematics strives for generality even when limiting or trivial cases must
be included

We adopt the following set-theoretic notation: we write A, B, C,...
for sets, and a,b,c,... or sometimes z,¥y,z,... for members of sets. The
membership relation is written with a special symbol €, so that b € A is
read as ‘b is a member of A’. It is convenient also to have a notation for
the denial of the membership relation, written as ¢, so that b ¢ A is read as
‘b 1s not a member of A’. Since sets may be members of other sets we will
sometimes write A € B, when the set A is a member of set B, disregarding
the convention that members are written with lower case letters.

1.2 Specification of sets

There are three distinct ways to specify a set: (1) by listing all its members,
(2) by stating a property which an object must have to qualify as a member
of it, and (3) by defining a set of rules which generate its members. We
discuss each method separately.

List notation: When a set is finite, its members can in principle be
listed one by one until we have mentioned them all. To specify a set in
list notation, the names of the members, written in a line and separated by
commas, are enclosed in braces For example, the set whose members are
the world’s longest river, the first president of the United States and the

nnmhor thres ran1ld e writtean ac



(1-1) {The Amazon River, George Washington, 3}

Several things must be noted here First, in specifying a set, we use a name
or some definite description of each of its members, but the set consists
of the objects named, not of the names themselves. In our example, the
first president of the United States, whose name happens to be ‘George
Washington’, is a member of the set. But it is the man who belongs to the
set, not his name Exactly the same set could have been described in the
following way

(1-2) {The Amazon River, the first president of the United States, 3}

by using an alternative description for this individual. Of course, a set may
also contain linguistic objects like names. To avoid confusion, names which
are members of sets in their own right are put in single quotes. The set

(1-3) {The Amazon River, ‘George Washington’, 3}

should hence be distinguished from the set in (1-1), as it contains a river,
a name and a number, but not the man who was the first president of the
United States. It is important to realize that one and the same set may
be described by several different lists, which prima facie have nothing in
common except that they denote the same individuals.

Second, insofar as sets are concerned, it is an accidental feature of our left
to right writing convention that the members are listed in a particular order.
Contrary to what this notation may suggest, there is no first, second or third
member in the set (1-1) A less misleading notation, which we sometimes
use, is shown in (1-4) below; it avoids the suggestion of any ordering of its
members (see the Venn diagrams in Sec. 6 below).

(1-4) .
George Washington

The Amazon River

The list notation is obviously more convenient to write and typeset, and is
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Another point about the list notation for sets is that writing the name of
a member more than once does not change its membership status. Should
we write

(1-8) {a,b,c,de,e,¢e,¢}
we would have described exactly the same set as by writing
(]_——6) {a,b,c,d,e}

This is a consequence of a fundamental principle of set theory: for a given
object, either it is a member of a given set or it is not. There is no such thing
as halfway, multiple or gradual membership in our set theory (although there
have been attempts to construct theories of “fuzzy sets”; see Zadeh (1987)).

For large finite sets the list notation may be impractical and is abbrevi-
ated if some obvious pattern can be recognized in the list. For example, to
list all multiples of five between zerc and one hundred, we may write:

(1-7) {0,5,10,15,...,95,100}

Predicate notation: The list notation can be used, strictly speaking,
only for finite sets, although it is sometimes used in elliptical form for well-
known infinite sets such as the various sets of numbers. For example, the set
of positive integers (whole numbers) is sometimes denoted by {1,2, 3,4, .. .}.
A better way to describe an infinite set is to indicate a property the mem-
bers of the set share. The so-called predicate notation for this type of set
description is illustrated by

(1-8) {z |z is an even number greater than 3}

The vertical line following the first occurrence of the variable z is read ‘such
that’. The whole expression in (1-8) is read ‘the set of all # such that z
is an even number greater than 3. Here z i1s a variable, which we may
think of as an auxiliary symbol that stands for no particular object, but it
indicates what the predicate is applied to. Note that the predicate notation
describes finite and infinite sets in the same way (e.g., the predicate ‘z is an
even number between 3 and 9’ specifies the finite set {4, 6, 8}) and that two
predicates, if they are coextensive, will specify the same set. For example,
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is the same set as (1-8).

A predicate may also define its members in relation to something else
For instance, the set

(1-10) {z | z is a book and Mary owns z}

contains the books that Mary owns.

Russell’s Paradox: In the early years of set theory any conceivable
property was thought to be a defining property of a set. But Bertrand Russell
discovered in 1901 that a paradox could be obtained from an apparently
acceptable set specification of that sort

Russell observed first that if sets are defined by properties of their mem-
bers, some sets will turn out to be members of themselves and other sets
will not. For example, the set of all elephants is not itself an elephant, and
therefore is not a member of itself. But the set of all abstract concepts must
contain itself as member, since a set is an abstract concept. The properties
‘is a member of itself’ and ‘is not a member of itself’ should therefore also be
defining properties of sets. In particular, then, one could define a set U as the
set of all those sets which are not members of themselves: U = {z |z ¢ z}.
Then we may ask of U whether it is a member of itself Now two cases may
obtain: (i) if U is not a member of itself, then it satisfies the defining char-
acteristic of members of U, and therefore it must be a member of U, i.e., of
itself; or (i) if U is a member of itself, then it does not satisfy the deﬁmng
property, hence it is not a member of U, i.e., of itself Since U either is or is
not a member of U, the result is a logical paradox. The evident conclusion
from this paradox is that there is no such set U, but nothing in Cantor’s
set theory excluded such a possible defining property. The discovery of the
Russell paradox was therefore of great importance (many different but es-
sentially equivalent versions have since been formulated), but it was all the
more significant in light of the fact that logicians and mathematicians had
been attempting to show that set theory could serve as a foundation for all
of mathematics. The appearance of a paradox in the very foundations of set
theory made some people doubtful of long-used and familiar mathematical
notions, but mathematical practice continued as usual without being ham-
pered by this foundational crisis. Many inventive and innovative solutions
have been proposed to avoid the paradox, to resolve it or to make its con-
sequences harmless. One such way, initially suggested by Russell, was type
theory, which has found fruitful applications to natural language (eg. in
Montague Grammar; see Part D), as well as in the context of programming



languages and their semantics, but it is beyond the scope of this book to
discuss the type theories in general or any of the various other solutions to
the set-theoretic paradoxes (see, however, the axiomatization of set theory
in Chapter 8, section 2.8).

Recursive rules: Since finite sets specified simply by listing their mem-
bers can never lead to such paradoxes, no changes had to be made for them.
For infinite sets, the simplest way to avoid such paradoxes and still be able
to define most sets of relevance to ordinary mathematics is to provide a rule
for generating elements “recursively” from a finite basis. For example, the
set & = {4,6,8,...} (=(1-8)=(1-9)) can be generated by the following rule:

(1-11) a)4€ E
b)Ifze E,thenz+2¢ F
¢) Nothing else belongs to E.

The first part of the rule specifies that 4 is a member of E; by applying
the second part of the rule over and over, one ascertains that since 4 € F,
then 6 € E; since 6 € E, then 8 € E; etc. The third part insures that no
number is in £ except in virtue of @ and b

A rule for generating the members of a set has the following form: first,
a finite number of members (often just one) are stated explicitly to belong to
the set; then a finite number of if-then statements specifying some relation
between members of the set are given, so that any member of the set can be
reached by a chain of if-then statements starting from one of the members
specified in the first part of the rule, and nothing that is not in the set can
be reached by such a chain. We will consider such recursive devices in more
detail in Chapter 8, section 1.1

The earlier method of specifying a set by giving a defining property
for its members has not been abandoned in practice, since it is often quite
convenient and since paradoxical cases do not arise in the usual mathematical
applications of set theory. Outside of specialized works on set theory itself,
both methods are commonly used.

1.3 Set-theoretic identity and cardinality

We have already seen that different lists or different predicates may specify
the same set. Implicitly we have assumed a notion of identity for sets which
is one of the fundamental assumptions of set theory: two sets are identical
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(1-12) {1,2,3,4,5,6}
and
(1-13) {z | z is a positive integer less than T}

and

(1-14) a)le 4
b)ifz € A and z is less than 6, thenz + 1€ A4
¢) nothing else is in 4

are three different kinds of specifications, but because each picks out exactly
the same members, we say that they specify the same set. We use the equals
sign ‘=’ for set-theoretic identity. Thus we may write, for example,

(1-15) {1,2,3,4,5,6} = {z | z is a positive integer less than 7}

The equals sign is also used in naming sets. For example, we might write
‘let B = {1,2,3,4,5,6}" to assign the name ‘B’ to the set in (1-12). The
context will make it clear whether ‘=’ is being used to stipulate the name of
a set or to assert that two previously specified sets are identical.

A consequence of this notion of set-theoretic identity is that the empty
set 1s unique, as its identity is fully determined by its absence of members.
Thus the set of square circles and the set of non-self-identical things are the
same set. Note that the empty list notation ‘{}’ is never used for the empty
set, but we have a special symbol ‘@’ for it.

The number of members in a set A is called the cardinality of A, written
|A| or #(A). The cardinality of a finite set is given by one of the natural
numbers. For example, the set defined in (1-12) has cardinality 6, and since
(1-13) and (1-14) describe the same set, they describe sets of the same car-
dinality (of course distinct sets may also have the same cardinality). Infinite
sets, too, have cardinalities, but they are not natural numbers. For exam-
ple, the set of natural numbers itself has cardinality ‘aleph-zero’, written N,
which is not a natural number. We will take up the subject of infinite sets
in more detail in Chapter 4

1.4 Subsets

When every member of a set A is also a member of a set B we call 4 a
erthert of B We dennte atirh a relatinn hetween cete hv 4 ¢ B Nate that



B may contain other members besides those of 4, but this is not necessarily
so. Thus the subset relation allows any set to be a subset of itself. If we
want to exclude the case of a set being a subset of itself, the notion is called
proper subset, and written as A C B. For the denial of the subset relation
we put a slash across the subset symbol, e g. A € B means that A is not a
subset of B, hence that A has at least one member which is not a member

of B.
The following examples illustrate these concepts.

(1_-16) a') {a'7b7c} C_: {Sﬂ b) a")e)g7iﬁc}
b) {a7b7j} g {S?b?a'7e?g?£7c}
) {a,b,C} C {Sﬁb)G'?e)g?i?c}
) 0 C{a}
) {a,{a}} C {a,b,{a}}
f) {{a}} € {a}
g) {a} Z {{a}}, but {e} € {{a}} (1)

A curious consequence of the definition of subset is that the null set is
a subset of every set. That is, for any set A whatever, § € A Since 0
has no members, the statement that every member of §§ is also a member of
A holds, even if vacuously. Alternatively, we could reason as follows. How
could @ fail to be a subset of A? According to the definition of subset, there
would have to be some member in @ that is not also a member of A. This is
impossible since § has no members at all, and so we cannot maintain that
B ¢ A Since the argument does not depend in any way on what particular
set is represented by A, it is true that § C A for every A

Note, however, that while § C {a}, for example {0} € {a}. The set {0}
has a member, namely 0, and therefore is not the empty set. It is not true
that every member of {0} is also a member of {a}, so {0} € {a}.

Members of sets and subsets of sets both represent relationships of a
part to a whole, but these relationships are quite different, and it is im-
portant not to confuse them. Subsets, as the name suggests, are always
sets, whereas members may or may not be. Mars is a member of the set
{Earth, Venus, Mars} but not a subset of it. The set containing Mars as its
only member, {Mars}, is a subset of {Earth, Venus, Mars} because every
member of the former is also a member of the latter. Further, whereas every
set is a subset of itself, it is not clear whether a set can ever be a member
of itself, as we saw above in the discussion of Russell’s Paradox. Note how
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the set.

Sets with sets as members provide the most opportunities for confusion.
Consider, for example, the set A = {b, {c}} The members of A are b and {c}.
From the considerations in the preceding paragraph we see that 6 ¢ A and
{b} C A. Similarly, {¢} ¢ A because ¢ is not a member of 4, and {{c}} C A4
because every member of {{c}}, namely, {c}, is a member of A, The reader
should also verify the following statements concerning this example: {b} & A;
e & A; {{c}} & A; {b, {c}} C 4; {b,{c}} € 4; {{b,{c}}} L A.

Another difference between subsets and members has to do with our
previous remarks about sets of sets. We have seen that if b € X and X € C,
it does not necessarily follow that b € C The element b could be a member
of C, but if so this would be an accidental property of C, not a necessary
one With inclusion, however, if A C B and B C C, it is necessarily true
that A C C; that is, if every member of A is also a member of B, and
further if every member of B is also a member of C, then it must be true
that every member of A4 is also a member of C. For example, {a} C {a,b}
and {a,b} C {a,b,c} so it follows that {a} C {a,b,c} On the other hand,
a € {a} and {a} € {{a},b}, but ¢ & {{a}, b} (assuming of course that ¢ and
b are distinct).

1.5 Power sets

Sometimes we need to refer to the set whose members are all the subsets of a
given set A. This set is called the power set of A, which we will write as gp(A4).
Suppose A = {a,b}; then the power set of 4, p(4), is {{e}, {b},{e, b}, 0}.
The name ‘power set’ derives from the fact that if the cardinality of A 1s
some natural number n, then p(A) has cardinality 27, i.e., 2 raised to the
n power, or 2 X 2 X 2 X ... X 2 (n times). Sometimes the power set of A is
denoted as 24,

1.6 Union and intersection

We now introduce two operations which take a pair of sets and produce
another set.

The union of two sets A and B, written AU B, is the set where members
are just the objects which are members of A or of B or of both. In the
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(1-17) AUB:def{mm € Aorz € B}

Note that the disjunction ‘or’ in (1-17) allows an object to be a member
of both A and B. For this reason, the ‘or’ is an inclusive disjunction; (see
Chapter 6, section 2). For example,

(1-18) Let K = {a,b}, L = {c¢,d} and M = {b,d}, then

KUl = {a,b,c,d}

KuM = {a,b,d}

LUM = {b,c,d}

(KUL)UM = KUu(LuM) = ({a,b,c,d}
KU@ = {G.,b} — K

LU = {e,d} = L

Set-theoretic union can easily be generalized to apply to more than two
sets, in which case we write the union sign in front of the set of sets to
be operated on: eg. UU{K,L,M} = the set of all elements in K or L
or M = {a,b,c,d}. There is a nice method for visually representing set-
theoretic operations, called Venn diagrams. Each set is drawn as a circle
and its members are represented by points within it. The diagrams for two
arbitrarily chosen sets are represented as partially intersecting — the most
general case ~ as in Figure 1-1. The region designated ‘1’ contains elements
which are members of A but not of B; region 2, those things in B but not in
A; and region 3, members of both B and A. Points in region 4 outside the
diagram represent elements in neither set. Of course in particular instances
one or more of these regions might turn out to be empty.

The Venn diagram for the union of A and B is then made by delineating
all the regions contained in this set — shown in Figure 1-2 by shading areas
1, 2, and 3.

The second operation on arbitrary sets A and B produces a set whose
members are just the members of both A and B. This operation is called
the intersection of A and B, written as AN B. In predicate notation this
operation would be defined as

(1-19) AnB :def{m |z € A and z € B}

For example, the intersection of the sets X and M of (1-18) is simply the
singleton {b}, since b is the only object which is both a member of K and a
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(1-20) KnlL = 0

LNM = {d}
KnkK = {a,b} = K
Knb = 0

(KNL)nM = Kn(LnM) = 0

Kn(LuM) = {b}

The general case of intersection of arbitrary sets A and B is represented
by the Venn diagram of Figure 1-3

Figure 1-3: Set-theoretic intersection A N B.

Intersection may also be generalized to apply to three or more sets; e g.,
N{K,L,M} = 0. The intersection of three arbitrary sets 4, B and C is
shown in the Venn diagram of Figure 1-4. Here the black area represents
what is common to the regions for AN B, BN C and AN C. Obviously
when more than three sets are involved, the Venn diagrams become very
complex and of little use, but for simple cases they are a valuable visual aid
in understanding set-theoretic concepts.

Problem: Construct a Venn diagram for the union of three arbitrary sets.

1.7 Difference and complement

Another binary operation on arbitrary sets A and B is the difference, written
A — B, which ‘subtracts’ from A all objects which are in B. The predicate
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Figure 1-4: Venn diagram for N {4, B, C}
(AN B, BNC and AN C (shaded) and
N{4, B, C} (black)).

(1-21) A-B :def{m lz € A and z ¢ B}

A — B is also called the relative complement of A and B. For instance for the
particular sets L and M, given in (1-18), L — M = {c}, since ¢ is the only
member of I which is not a member of M. If A and B have no members in
common, then nothing is taken from A;ie., A— B = A. Note that although
for all sets A, B: AUB = BUA and ANB = BN A, it is not generally true
that A— B = B— A If one thinks of difference as a kind of subtraction, the
fact that the order of the sets matters in this case is quite natural.

The Venn diagram for the set-theoretic difference A — B is shown in
Figure 1-5.

Some more examples:

(1-22) K-M = {a}

L-K = {ed} = L
M-L = {b}
K-0 = {ab} = K
0b-K =0

This oneration ig tn he distineniched from the rommnlement ~f a cot A4



Figure 1-5: Set-theoretic difference 4 — B.

written A’, which is the set consisting of everything not in A. In predicate
notation

(1-23) A'=def {z |z & A}

Where do these objects come from which do not belong to A? The answer
is that every statement involving sets is made against a background of as-
sumned objects which comprise the universe (or domain) of discourse for
that discussion. In talking about number theory, for example, the universe
might be taken as the set of all positive and negative real numbers. A truly
universal domain of discourse fixed once and for all, which would contain
literally ‘everything’ out of which sets might be composed, is unfortunately
impossible since it would contain paradoxical objects such as ‘the set of all
sets’. Therefore, the universe of discourse varies with the discussion, much as
the interpretation of the English words ‘everything’ and ‘everyone’ tends to
be implicitly restricted by the context of discourse When no other specified
name has been given to the universe of discourse in a particular discussion,
we conventionally use the symbol U for it. When it is clear from the con-
text or irrelevant to the discussion at hand, the universe of discourse may
not be explicitly mentioned at all, but the operation of complement is not
well-defined without it. The complement of a set A, then, is the set of all
objects in the universe of discourse which are not in 4, i.e.,

(1-24) A'=U-A4A
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understood to range over (i e , take its values from) the set- theoretic universe
U (and the same is true, incidentally, in (1-17) and (1-19)).

The Venn diagram with a shaded section for the complement of A4 is
shown in Figure 1-6.

7
.

_

Figure 1-6: The set-theoretic complement
Al

1.8 Set-theoretic equalities

There are a number of general laws pertaining to sets which follow from the
foregoing definitions of union, intersection, subset, etc. A useful selection of
these is shown in Figure 1-7, where they are grouped (generally in pairs — one
for union, one for intersection) under their more or less traditional names.
We are not yet in a position to offer formal proofs that these statements really
do hold for any arbitrarily chosen sets X, Y, and Z (we will take this up in
Chapter 7, section 6), but for now we may perhaps try to convince ourselves
of their truth by reflecting on the relevant definitions or constructing some
Venn diagrams.

It is easy to see that for any set X, X U X is the same as X, since
everything which is in X or in X simply amounts to everything which is in
X . And similarly for everything whichis in X andin X,so X NX = X,

Likewise, everything which is in X or in Y (or both) is the same as
everything which is in Y or in X (or both); thus, X UY = Y U X. The
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. Idempotent Laws

(a) XUX =X (b) XNX =X

. Commutative Laws
(a) XUY=YUX (b) XNY =YnX

. Associative Laws

(a) (XUYYUZ=XU(YUuz) @O (XnY)nZ=Xn{ Nz

. Distributive Laws
(a) XU(¥YnZ)=(XUuY)n(XU2Z)
(b) Xn(YuZ)=(XnYYu(Xn2)

. Identity Laws

(a) XUbp=X (c) Xnog=290
(b) XuU=U (d) XnU =X
. Complement Laws
(a) XUX'=U (c) XnX'=0
(b) (XY =X (dy X -Y=XnY'

. DeMorgan’s Law
(a) (XUYY=X'nY’ (b (XnY)Y=X'uY'

. Consistency Principle
(a) X CYifXUY =Y (b) X CYifXNnY =X

Figure 1-7: Some fundamental set-theoretic
equalities.



The Associative Laws state that the order in which we combine three
sets by the operation of union does not matter, and the same is true if the
operation is intersection To see that these hold, imagine the construction of
the appropriate Venn diagrams. We have three intersecting circles labelled
X,Y,and Z. Weshade X UY first and then shade Z. The result is shading
of the entire area inside the three circles, and this corresponds to (X UY)UZ.
Now we start over and shade Y U Z first and then X . The result is the same.

The construction of the Venn diagrams to illustrate the Distributive Laws
is somewhat trickier. In Figure 1-8 we show a Venn diagram for X n(Y U Z),
To make it more perspicuous, X has been shaded with vertical lines and
Y U Z horizontally. The intersection of these two sets is then represented
by the cross-hatched area. Figure 1-9 shows the corresponding diagram for
(XNnY)u(XNZ) XNY is shaded vertically and X N Z horizontally; thus,
the union is represented by the area shaded in either (or both) directions.
The reader should now be able to construct the Venn diagram for case (a)
of the Distributive Laws.

X

LLLLLLLB“

Figure 1-8: Venn diagram for X N (Y U Z)
(X shaded vertically, Y U Z shaded
horizontally, X N (Y U Z) cross-hatched).

The Identity Laws are evident from the definitions of union, intersection,
the null set, and the universal set. Everything which is in X or in § just
amounts to everything whichis in X, etc. The Complement Laws are likewise
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Y zZ

Figure 1-9: Venn diagram for
(XNY)U(XNnZ)(XNY shaded vertically,
X N Z shaded horizontally,

(X NY)U (X NZ) the entire shaded area).

the Venn diagram in Figure 1-6. Case (d) becomes less baffling if we look
at Figure 1-5 and consider the area corresponding to the intersection of A
with the complement of B.

DeMorgan’s Laws are a symmetrical pair. Case (a): everything which is
in neither X nor Y is the same as everything which is not in X and not in
Y. Case (b): everything which is not in both X and Y is either not in X or
not in Y (or in neither). This case is less immediately evident, and a Venn
diagram will help.

The Consistency Principle is so called because it is concerned with the
mutual consistency of the definitions of union, intersection, and subset. If
we think of a Venn diagram in which the circle for X lies entirely inside the
circle for Y (representing X C Y'), then it is easy to see that X UY =Y.
On the other hand, if we know that X UY =Y, then in the standard Venn
diagram the region corresponding to elements which are in X but not in ¥
must be empty (otherwise, the union would not be equal to Y'). Thus, X’s
members lie entirely in the Y circle; so X C Y. The (b) case is similar.

It may help in getting a grasp on some of these laws if one considers
analogues from algebra. The operation of + (addition) and * (multiplication)

nhav a reommauitative law:



(1-25) for all numbers z,y, z+ty=yt+zandzxy=yxz
and an associative law:

(1-26) for all numbers z,y, 2, (z+y)+z=z+(y+z)and(z*y)xz=
z*(y* 2)

but neither is idempotent: in general it is not true that # + = = z nor that
zxz =z However, there is a distributive law relating * and + as follows:

(1-27) for all numbers z, y, 2z, zx(y-+z)=(zxy)+(zx*z)

but no such law holds if * and + are interchanged; i.e., it is not in general
true that # 4+ (y* z) = (z 4+ y) * (2 + z). (For example,let 2 =1, y = 2, and
z = 3; then the left side is 7 and the right side is 12)

Arithmetic analogues of the Identity Laws are z + 0 =z, 2 x 0 = 0, and
z x1 = ¢ with 0 playing the role of the null set and 1 that of the universal
set. (But this analogy, too, breaks down: z + 1 does not equal 1.)

What we have seen then is that there is an algebra of sets which is
in some respects analogous to the familiar algebra involving addition and
multiplication but which has its own peculiar properties as well. We will
encounter this structure once more when we take up the logic of statements
in Chapter 6, and we will discover in Chapter 12 that both are instances of
what is called a Boolean algebra,

For the moment our concern is not with the structure of this algebra
but rather to show how these equalities can be used in the manipulation of
set-theoretic expressions. The idea is that in any set-theoretic expression
a set may always be replaced by one equal to it. The result will then be
an expression which denotes the same set as the original expression. For
example, in A N (B U ) we may replace (B U )’ by its equivalent, B’ N '
(citing DeMorgan’s Laws), to obtain AN(B'NC"). Since (BUC) and B'NC’
have the same members, so do AN(BUC) and AN (B'nC").

This technique can be used to simplify a complex set-theoretic expres-
sion, as in (1-28) below, or to demonstrate the truth of other statements
about sets, as in (1-29) and (1-30). It is usually convenient to arrange such
demonstrations as a vertical sequence in which each line is justified by ref-
erence to the law employed in deriving i1t from the preceding line.
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1. (AuB)u(Bn<QCY

2. (AuB)u(B'UC DeM.

3. AU(BU(B'UCY) Assoc

4. AU((BuB)YuC" Assoc,

5 AuU(UuUul) Compl.

6. Au(C'UU) Comm.

7T AUU Ident.

8. U Ident.

(1-29) Ezample: Show that (ANB)N(ANCY = An(B-C).

L. (AnB)n(AncCY
2. (AnB)Nn(4'uUl) DeM
3. An(Bn(4'uch) Assoc.
4. An((BnAYU(BnC") Distr,
5. (An(BnAY)U(AN(BNCY) Distr.
6. (AN(ANnB)Y)U(ANn(BNnCH) Comm.
7. (ANAYNBYU(AN(BNCY) Assoc.
8. (InBYUuAN(BNC) Compl.
9. (BNn)u(An(BncC") Comm.

10 pU(An(BNCh) Ident.

1. (An(BnCHUD Comm.

12. An(BnC" Ident.

13. An(B-C) Compl

(1-30) Ezample: Show that X NY C X UY.

By the Consistency Principle this expression is true if (X NY)N(X UY) =

X NY. We demonstrate the latter.

. (XnY)n(XuY)

2, (XnyY)nX)u((XnY)nY) Distr.

3. (Xn(XnYHu((XnY)nY) Comm,

4. (XnX)NnY)u((XnY)nY) Assoc,

5. (XNnX)nY)u(Xn(¥ynY)) Assoc,

6. (XNY)u(XnY) Idemp. (twice)
7. XnY Idemp.

Such arrays constitute formal proofs (of the fact that, in each of these
cases, the set in the last line is equal to that in the first line ) We will

talke nm the temie Af nranfe in A1a rotirce bt the reader wha attermnte ench



derivations in the exercises will no doubt encounter a notoriously trouble-
some problem connected with proofs; namely, while it is relatively simple to
verify that a given proof is correct, it may be very difficult to find the one
one wants. So if presented with a problem such as (1-29), one might have
to try many unsuccessful paths before finding one that leads to the desired
final expression. A certain amount of cutting and trying is therefore to be
expected

Exercises

1. Given the following sets:
A = {a,b,c,2,3,4} E = {a,b,{c}}
]

B = {a,b} F
{{a,b}.{c,2}}

C = {2} G
D = {b,c}

classify each of the following statements as true or false
(a) ce A (g DcA (m) BCG

(b) ceF (h) ACC (n) {B}CG

(¢) ceE (i) DCE (o) DCQ@

(d) {}eE (j) FCA4 (p) {D}CG

(e) {cteC (k) ECF (q) GCA

(f) BCA () BeG (r) {{e}}CE

It

N

2. For any arbitrary set .S,

(a) is § a member of {S}7?
(b) is {S} a member of {5}7
(c) is {S} a subset of {5}?
(d) what is the set whose only member is {5}?
3. Write a specification by rules and one by predicates for each of the
following sets. Remember that there is no order assumed in the list,

so you cannot use words like ‘the first’ or ‘the latter’. Recall also that
a recursive rule may contain more than one if-then statement.

(a) {5,10,15,20,.. }

(b) {7,17,27,37,...}

(c) {300,301,302,...,399,400}

(AY J2 4 78 11 19 1R 1A 1Q I9n 1



(e) {0,2,-2,4,—4,6,-6,..}
(f) {1,1/2,1/4,1/8,1/16,...}

4. Consider the following sets:

S1 = {{0},{4},4} 56 = 0

52 = A ST = {0}
53 = {A} 58 = {{0}}
S¢ = {{4}} 59 = {0,{0}}
S5 = {{A}, A}

Answer the following questions Remember that the members of a
set are the items separated by commas, if there is more than one,
between the outermost braces only; a subset is formed by enclosing
within braces zero or more of the members of a given set, separated
by commas.

(a) Of the sets S1 - S9 which are members of 5§17
(b) which are subsets of 517

(¢) which are members of 597

(d) which are subsets of 597

(e) which are members of 547

(f) which are subsets of 547

5. Specify each of the following sets by listing its members:

(a) p{a,b,c} (d) p{0}
(b) p{a} (e) pp{a b}
(c) b
6. Given the sets A,...,G as in Exercise 1, list the members of each of

the following:
(a) BUC (g) ANnE (m) B-A
(b) AuUB (h) CnD (n) C-
(¢) DUE (i) BnF (o)
d) BUG () CNE (p)
(e) DUF (k) BNG (q)
(FY An R (1) 4 - R

Q=
Vo
e Y



7.

8.

10.

11.

Given the sets in Exercise 1, assume that the universe of discourse is
U{4, B,C,D, E,F,G}. List the members of the following sets:

(a) (AnB)UC (h) D'nE
(b) AN(BUC) (i) FnNn(A-B)
(¢) (BUC)-(CUD) (3) (AnBYuU
(d) An(C- D) (k) (CuD)nU
(e) (ANCY-(AnD) (1) CnD’
(f) & (m) GUPF
(g) (DUEY (n) (BnCy

Let A = {a,b,c}, B = {c,d} and C = {d,e, f}.

(a) What are:

(i) AuB (v) BuUp

(i) AnB (vi) An(BNCOC)
(i) AU(BnO) (vii) A-B
(iv) CUA

(b) Is @ a member of {4, B}?
(¢) Is a a member of AU B?

Show by using the set-theoretic equalities in Figure 1-7 for any sets A,
B, and C,

(a) ((AUC)N(BUC")) C (AU B)

(b) AN(B-A)=10

Show that the Distributive Law 4(a) is true by constructing Venn di-
agrams for X U(Y N Z) and (X UY)N(X U Z).

The symmetric difference of two sets A and B, denoted 4 + B, is
defined as the set whose members are in A or in B but not in both A4

and B, i.e.

A+ B=g,;(AUB)~ (AN B)

(a) Draw the Venn diagram for the symmetric difference of two sets,

(b) Show that A + B = (4 — B) U (B — A) by means of the set-
theoretic equalities in Figure 1-7. Verify that the Venn diagram
for (A— B)U (B — A) is equivalent to that in (a).

(o) Shoaw that far all cate 4 and R AL R — R L A



12.

(d) Express each of the following in terms of union, intersection, and
complementation, and simplify using the set-theoretic equalities.
(i) A+A (iv) A+ B,where ACB
(i) A4U (v) A+ B,whereANB=10
(iii) A4+0
(e) Show that (A-B)+(B-4))=A+ B
(f) Show that (A+B)C Bif ACB

Call adjectives which are correctly predicated of themselves ‘autolog-
ical’ and those which are not, ‘heterological.’ For example, ‘English’
and ‘short’ are autological, but ‘French’ and ‘long’ are heterologial.
Show that when we ask whether the adjective ‘heterological’ is hetero-
logical or autological we are led to a contradiction like that in Russell’s

Paradox. This is known as Grelling’s Paradox.



Chapter 2

Relations and Functions

2.1 Ordered pairs and Cartesian products

Recall that there is no order imposed on the members of a set. We can, how-
ever, use ordinary sets to define an ordered pair, written { a,b) for example,
in which ¢ is considered the first member and b is the second member of the
pair. The definition is as follows:

(1) (,b)=gef{{a}, {a,b}}

The first member of (a,b) is taken to be the element which occurs in
the singleton {a}, and the second member is the one which is a member of
the other set {a,b}, but not of {a}. Now we have the necessary properties
of an ordering since in general (a,b) # (b,a). This is so because we have
{{a},{a,b}} = {{b},{a,b}} (that is, {a,b) = (b,a)), if and only if we have
a = b. Of course, this definition can be extended to ordered triples and

in general ordered n-tuples for any natural number n. Ordered triples are
defined as

(2—2) (a,b,c):def((a,b>,c>

It might have been intuitively simpler to start with ordered sets as an ad-
ditional primitive, but mathematicians like to keep the number of primitive
notions t0 a minimurm.

If we have two sets A and B, we can form ordered pairs from them by
taking an element of A as the first member of the pair and an element of B
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as the second member, The Cartesian product of A and B, written A X B,
is the set consisting of all such pairs. The predicate notation defines it as

(2-3) AxB:def{(:c,yHm € A and y € B}

Note that according to the definition if either A or B is §, then Ax B = {.
Here are some examples of Cartesian products:

(2-4) Let K = {a,b,c} and L = {1,2}, then

ExL = {{a,1),{a,2),(b,1),(5,2),(¢c,1),(c,2)}
LxK = {{1,a),(2,a),(1,b),(2,b),{1,¢c),(2,e)}
LxL = {(1:1>:(1:2>1(2:1>s<2:2>}

It is important to remember that the members of a Cartesian product
are not ordered with respect to each other. Although each member is an
ordered pair, the Cartesian product is itself an unordered set of them.

Given a set M of ordered pairs it is sometimes of interest to determine
the smallest Cartesian product of which M is a subset. The smallest A and
B such that M C A x B can be found by taking A = {a | (e,b) € M for
some b} and B = {b| (a,b) € M for some a}. These two sets are called the
projections of M onto the first and the second coordinates, respectively. For
example, if M = {(1,1),(1,2),(3,2)}, the set {1,3} is the projection onto
the first coordinate, and {1,2} the projection onto the second coordinate.
Thus {1, 3} x {1, 2} is the smallest Cartesian product of which M is a subset.

2.2 Relations

We have a natural understanding of relations as the sort of things that hold
or do not hold between objects. The relation ‘mother of’ holds between
any mother and her children but not between the children themselves, for
instance. Transitive verbs often denote relations; e.g., the verb ‘kiss’ can
be regarded as denoting an abstract relation between pairs of objects such
that the first kisses the second. The subset relation was defined above as
a relation between sets. Objects in a set may be related to objects in the
same or another set. We write Rab or equivalently aRb if the relation R
holds between objects a and b. We also write R C A x B for a relation

hetween ahierte fram twao cete 4 and B which we call a relation fram A tn



B. A relation holding of objects from a single set A is called a relation in
A The projection of R onto the first coordinate is called the domain of R
and the projection of R onto the second coordinate is called the range of R.
A relation R from A to B thus can be viewed as a subset of the Cartesian
product A x B. (There are unfortunately no generally accepted terms for
the sets A and B of which the domain and the range are subsets ) It is
important to realize that this is a set-theoretic reduction of the relation R to
a set of ordered pairs, i.e {(a,b)| aRb}. For example, the relation ‘mother
of’ defined on the set H of all human beings would be a set of ordered pairs
in H x H such that in each pair the first member is mother of the second
member. We may visually represent a relation R between two sets A and B
by arrows in a diagram displaying the members of both sets.

Figure 2-1: Relation R: A — B.

In Figure 2-1, A = {a,b} and B = {¢,d,e} and the arrows represent a
set-theoretic relation R = {(a,d),{ a,e),(b,¢)}. Note that a relation may
relate one object in its domain to more than one object in 1ts range. The
complement of a relation R C A x B, written R/, is set-theoretically defined

as
(2-5) R'=ges(4x B)- R

Thus R’ contains all ordered pairs of the Cartesian product which are not
members of the relation R. Note that (R')’ = R. The inverse of a relation
R C A x B, written R~1, has as its members all the ordered pairs in R, with
their first and second elements reversed. For example, let A = {1, 2,3} and

let R C AxAbe {(3,2),(3,1),(2,1)}, which is the ‘greater than’relation in
A The romnlament ralaticon Rfic S/ 1V /1T 9V /1 2V /9 90 /9 2V /2 27\



the ‘less than or equal to’ relation in A. The inverse of R, R™!,is {{2,3), (1,
3),(1,2)}, the ‘less than’ relation in A. Note that (R™!)~! = R, and that
if RCAx B,then R-! C B x A,but R C A x B.

We have focused in this discussion on binary relations, ie., sets of or-
dered pairs, but analogous remarks could be made about relations which are
composed of ordered triples, quadruples, etc , ie., ternary, quaternary, or
just n-place relations.

2.3 Functions

A function is generally represented in set-theoretic terms as a special kind
of relation. A relation R from A to B is a function if and only if it meets
both of the following conditions:

1. Each element in the domain is paired with just one element in the
range

2. The domain of R is equal to A.

This armmounts to saying that a subset of a Cartesian product 4 x B can
be called a function just in case every member of 4 occurs exactly once as
a first coordinate in the ordered pairs of the set.

As an example, consider the sets A = {e¢,b,c} and B = {1,2,3,4}. The
following relations from A to B are functions:

(2-6) P = {(a,1),(b,2),(c,3)}
Q = {{a,3),(b,4),(c,1)}
R = {<a:3>1 (b12>: (612>}

(2-71) 5§ = {(a,1),(,2)}
T = {a2) (b3, (0,3 (1))
V. = {{(a,2),(a,3),(b,4)}

S fails to meet condition 2 because the set of first members, namely

{a,b}, is not equal to A. T does not satisfy condition 1, since a is paired
writh hath 2 and 2 Tn ralatinn 17 hath randitinne are vinalatad



Much of the terminology used in talking about functions is the same as
that for relations. We say that a function that is a subset of A x B is a
function from A to B, while one in A x A is said to be a function in A. The
notation ‘F: A — B’ is used for ‘F is a function from A to B’ Elements in
the domain of a function are sometimes called arguments and their corre-
spondents in the range, values. Of function P in (2-6), for example, one may
say that it takes on the value 3 at argument ¢. The usual way to denote
this fact is P(c) = 3, with the name of the function preceding the argument,
which is enclosed in parentheses, and the corresponding value to the right
of the equal sign.

‘Transformation,’ ‘map,’ ‘mapping,’ and ‘correspondence’ are commonly
used synonyms for ‘function,” and often ‘F(a) = 2’ is read as ‘F maps a into
2. Such a statement gives a function the appearance of an active process
that changes arguments into values, This view of functions is reinforced by
the fact that in most of the functions commonly encountered in mathematics
the pairing of arguments and values can be specified by a formula contain-
ing operations such as addition, multiplication, division, etc. For example,
F(z) = 22 + 1 is a function which, when defined on the set of integers,
pairs 1 with 3, 2 with 5, 3 with 7, and so on. This can be thought of as
a rule which says, “To find the value of F' at z, multiply = by 2 and add
1”7 Later in this book it may prove to be necessary to think of functions as
dynamic processes transforming ob jects as their input into other objects as
their output, but for the present, we adhere to the more static set-theoretic
perspective. Thus, the function F(z) = 2z + 1 will be regarded as a set of
ordered pairs which could be defined in predicate notation as

(2-8) F ={(z,y)|y=2z+ 1} (where z and y are integers)

Authors who regard functions as processes sometimes refer to the set of
ordered pairs obtained by applying the process at each element of the domain
as the graph of the function. The connection between this use of “graph”
and a representation consisting of a line drawn in a coordinate system is not
accidental.

We should also note that relations which satisfy condition 1 above but
perhaps fail condition 2 are sometimes regarded as functions, but if so, they
are customarily designated as ‘partial functions.’ For example, the function
which maps an ordered pair of real numbers (a,b) into the quotient of a
divided by b (e.g., it maps (6,2) into 3 and (5,2) into 2.5) is not defined
when b = 0, But it is single-valued - each pair for which it is defined is



associated with a unique value - and thus it meets condition 1. Strictly
speaking, by our definition it is not a function, but it could be called a
partial function. A partial function is thus a total function on some subset
of the domain. Henceforth, we will use the term ‘function,’ if required, to
indicate a single-valued mapping whose domain may be less than the set A
containing the domain,

It is sometimes useful to state specifically whether or not the range of a
function from A to B is equal to the set B. Functions from A to B in general
are said to be into B If the range of the function equals B, however, then the
function is onto B (Thus onto functions are also into, but not necessarily
conversely ) In Figure 2-2 three functions are indicated by the same sort
of diagrams we introduced previously for relations generally It should be
apparent that functions ' and G are onto but H is not. All are of course

into.
A A C

G

e )N,

0
Y

CAS[\'JHQ

Figure 2-2: Hlustration of onto and into
functions.

A function F: A — B is called a one-to-one function just in case no mems-
ber of B is assigned to more than one member of A. Function F' in Figure
2-2 is one-to-one, but G is not (since both b and ¢ are mapped into 2), nor
is H (since H(b) = H(c) = 3). The function F defined in (2-8) is one-to-one
since for each odd integer y there is a unique integer z such that y = 2z + 1.
Note that F' is not onto the set of integers since no even integer is the value
of F for any argument z. Functions which are not necessarily one-to-one
may be termed many to one. Thus all functions are many-to-one strictly
speaking, and some but not all of them are one-to-one. It is usual to apply
the term ”many-to-one”, however, only to those functions which are not in
fact one-to-one,

A function which is both one-to-one and onto (F in Figure 2-2 is an
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interest because their inverses are also functions (Note that the definitions
of the inverse and the complement of a relation apply to functions as well )
The inverse of (7 in Figure 2-2 is not a function since 2 is mapped into both
b and ¢, and in H ! the element 2 has no correspondent,

Problem: Is the inverse of function F' in (2-8) also a function? Is F a
one-to-one correspondence?

2.4 Composition

Given two functions F: A — B and G: B — C, we may form a new function
from A to C, called the composite, or composition of F and G, written Go F.
In predicate notation function composition is defined as

(2-9) GoF:def{(m,z) | for some y,{z,y) € F and (y,z) € G}

Figure 2-3 shows two functions F and G and their composition.

G:L— M

Figure 2-3: Composition of two functions F

and G.



Note that F'is into while G is onto and that neither is one-to-one. This
shows that compositions may be formed from functions that do not have
these special properties, It could happen, however, that the range of the
first function is disjoint from the domain of the second, in which case, there
is no y such that {z,y) € F and {y,z) € G, and so the set of ordered pairs
defined by G o F' is empty In Figure 2-3, F is the first function and G is
the second in the composition. Order is crucial here, since in general G o F
is not equal to F o G The notation G o F' may seem to read backwards,
but the value of a function F at an argument a is F(a), and the value of G
at the argument F(a) is written G(F(a)). By the definition of composition,
G(F(a)) and (G o F)(a) produce the same value,

A function F: A — A such that F' = {{z,z) | ¢ € A} is called the
identity function, written idy This function maps each element of A to
itself. Composition of a function F with the appropriate identity function
gives a function that is equal to the function F itself This is illustrated in
Figure 2-4.

Foidy=F

Figure 2-4: Composition with an identity
function,

Given a function F: A — B that is a one-to-one correspondence (thus the
inverse is also a function), we have the following general equations:

(2-—10) F-loF = 1d A
FoFE-1 — 4dn



These are illustrated in Figure 2-5,

Figure 2-5: Composition of one-to-one
correspondence with its inverse.

The definition of composition need not be restricted to functions but can
be applied to relations in general. Given relations R C Ax B and § C BxC
the composite of R and S, written S o R, is the relation {(z,z) | for some
y,(z,y) € Rand (y,z) € §} An example is shown in Figure 2-6.

4 B 4 C
s , L)
b — ~ h

RCAxB SCBxC SoRCAxC

R los

1

o

el [

Figure 2-6: Composition of two relations R
and 5.
For any relation  C A X B we also have the following:

(2-11) idgoR = R
Roidy R

(Note that the identity function in A, idg4, is of course a relation and could
antalle wall ha rallad +ha 1dantity vralatinm in 4 )



The equations corresponding to (2-10) do not hold for relations (nor for
functions which are not one-to-one correspondences) However, we have for
any one-to-one relation R: 4 — B:

(2-12) R 'oR C idy
RoR™Y C idp

We should note here that our previous remarks about ternary, quater-
nary, etc. relations can also be carried over to functions. A function may
have as its domain a set of ordered n-tuples for any n, but each such n-tuple
will be mapped into a unique value in the range. For example, there is a
function mapping each pair of natural numbers into their sum.

Exercises

1. Let A = {b,c} and B = {2,3}

(a) Specify the following sets by listing their members.
(i) AxB (iv) (AUB)x B
(i) BxA (v) (AnB)xB
(i) AxA (vi) (A-B)x(B-A4)
(b) Classify each statement as true or false.
(i) (AXxB)U(BxA)=0
(ii) (A x A) C(Ax B)
(iii) (e,c) C (A x 4)
(iv) {(5,3),(3,5)} C(Ax B)U(B x A)
(v) 0C AxA
(vi) {(5,2),{¢,3)} is a relation from A to B
(vii) {(b,b)} is a relation in A
(¢) Consider the following relation from A to (4 U B):
R={(b,8),(5,2),(c,2),(c,3)}
(i) Specify the domain and range of R
(i1) Specify the complementary relation R’ and the inverse R™!

(iii) Is (R')~! (the inverse of the complement) equal to (R™!)
(the complement of the inverse)?



2. Let A = {a,b,c} and B = {1,2}. How many distinct relations are there
from A to B? How many of these are functions from A to B? How
many of the functions are onto? one-to-one? Do any of the functions
have inverses that are functions? Answer the same questions for all
relations from B to A.

3. Let
Ry ={(1,1),(2,1),(3,4),(2,2),(3,3),(4,4),(4,1)}
Ry ={(8,4),(1,2),(1,4),(2,3),(2,4),(1,3)}
(both relations in A, where A = {1,2,3,4})
(a) Form the composites Ry o Ry and R; o Ry. Are they equal?
(b) Show that R7* o Ry # ida and that Ry o Ry € idy.
4. For the functions F' and G in Figure 2-3:
(a) show that (Go F)™1 = F~1o G~

(b) Show that the corresponding equation holds for relations R and
S in Figure 2-6.






Chapter 3

Properties of Relations

3.1 Reflexivity, symmetry, transitivity, and con-
nectedness

Certain properties of binary relations are so frequently encountered that
it is useful to have names for them. The properties we shall consider are
reflerivity, symmetry, transitivity, and connectedness. All these apply only
to relations in a set, 1.e, in A X A for example, not to relations from A to
B, where B # A «

Reflexivity

Given a set A and a relation R in A, R is reflerive if and only if all the
ordered pairs of the form (z,z ) are in R for every z in A.

As an example, take the set A = {1,2,3} and the relation Ry = {{1,1),
(2,2),(3,3)(3,1)} in A. R; is reflexive because it contains the ordered
pairs (1,1),(2,2), and (3,3) The relation Ry = {(1,1),(2,2)} is non-
reflexive since it lacks the ordered pair (3,3) and thus fails to meet the
definitional requirement that it contains the ordered pair {(z,z) for every
z in A. Another way to state the definition of reflexivity is to say that a
relation R in A is reflexive if and only if ¢d4, the identity relation in A4, is
a subset of B The relation ‘has the same birthday as’ in the set of human
beings is reflexive.

A relation which fails to be reflexive is called nonreflexive, but if it con-
tains no ordered pair (z,z ) with identical first and second members, it is
said to be irreflezive. Rs = {(1,2),(3,2)} is an example of an irreflexive
relation in A. Irreflexivity is a stronger condition than nonreflexivity since
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every irreflexive relation is nonreflexive but not conversely. The relation ‘is
taller than’ in the set of human beings is irreflexive (therefore also nonre-
flexive), while the relation ‘is a financial supporter of’ is nonreflexive (but
not irreflexive, since some people are financially self-supporting) Note that
a relation R in A is nonreflexive if and only if id4 ¢ R; it is irreflexive if and
only if RNidy =0
Symmetry

Given a set A and a binary relation R in A, R is symmetric if and only if
for every ordered pair (z,y) in R, the pair (y,z ) is also in R. It is important
to note that this definition does not require every ordered pair of A X A to
be in R Rather for a relation R to be symmetric it must always be the case
that if an ordered pair is in R, then the pair with the members reversed is
also in R.

Here are some examples of symmetric relations in {1,2,3}:

(3-1) {(1,2),(2,1),(3,2),(2,3)}
1(1,3),(3,1)}
{(2,2)}

{(2,2)} is a symmetric relation because for every ordered pair in it, ie.,
(2,2), it is true that the ordered pair with the first and second members
reversed, i.e, (2,2), is in the relation. Another example of a symmetric
relation is ‘is a cousin of’ on the set of human beings. If for some (z,y)
in R, the pair (y,z) is not in R then R is nonsymmetric. The relation ‘is
a sister of’ on the set of human beings is nonsymmetric (since the second
member may be male. It is, however, a symmetric relation defined on the
set of human females).

The following relations in {1,2,3} are nonsymmetric:

(3-2) {(2,3),(1,2)}
{(3:3),(1,3)}
{(1,2),(2,1),(2,2),(1,1),(2,3)}

If it is never the case that for any (z,y) in R, the pair (y,z) is in

R, then the relation is called asymmetric. The relation ‘is older than’ is

asymmetric on the set of human beings. Note that an asymmetric relation

must be irreflexive (because nothing in the asymmetry definition requires z

and y to be distinct). The following are examples of asymmetric relations in
{1 9 3%



A relation is anti-symmeiric if whenever both {2,y ) and (y,z ) arein R,
then ¢ = y. This definition says only that if both (z,y) and (y,z ) ate in
R, then z and y are identical; it does not require (z,2) € Rforallz € A In
other words, the relation need not be reflexive in order to be anti-symmetric.

The following relations in {1, 2,3} are anti-symmetric.

(3_'4) {< 2,3 >v < L1 >}

Transitivity

A relation R is transitive if and only if for all ordered pairs (z,y) and
(y,z) in R, the pair (=, z) is also in R.

Because there is no necessity for z, y, and z all to be distinct, the fol-
lowing relation meets the definition of transitivity,

(3-5) {(2,2)}

wherez =y = z= 2.

The relation given in (3-6) is not transitive,

(3-6) 1(2,8),(3,2),(2,2)}

because (3,2) and (2,3 ) are members, but (3,3 ) is not,

Here are some more examples of transitive relations:

(3'7) {<172>7<2 3
1(1,2),( :
{(1,2),( 2:(3:2),(2,1),(3,1),(1,1),(2,2),(3,3)}
The relation ‘is an ancestor of’ is transitive in the set of human beings.
If a relation fails to meet the definition of transitivity, it is nontransitive. If
for no pairs (z,y) and (y, z) in R, the ordered pair { %, z) is in R, then the
relation is iniransitive. For example, the relation ‘is the mother of’ in the
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Relation (3-6) is nontransitive, as are the following two:

(3—8) {<132>=(233>}
{(1,2),(2,3),(1,3),(3,1)}

The first of these relations is also intransitive, as are the following relations:

(3"9) {(3:1>:<1:2>:<233>}
{{3,2),(1,3)}

Connectedness

A relation R in A is connected (or connez) if and only if for every two
distinct elements z and y in A, (z,y) € Ror (y,z) € R (or both).

Note that the definition of connectedness refers, as does the definition
of reflexivity, to all the members of the set A. Further, the pairs (z,y)
and (y,z ) mentioned in the definition are explicitly specified as containing
nonidentical first and second members. Pairs of the form (z,z) are not
prohibited in a connected relation, but they are irrelevant in determining
connectedness.

The following relations in {1, 2, 3} are connected:

(3—10) {<1=2>a<331>1(3?2>}
{(1,1),(2,3),(1,2),(3,1),(2,2)}

The following relations in {1,2,3}, which fail the definition, are noncon-
nected.

(3"11) {(1,2),(2,3}}
{(1,3),(3,1),(2,2),(3,2)}

It may be useful at this point to give some examples of relations speci-
fied by predicates and to consider their properties of reflexivity, symmetry,
transitivity, and connectedness

(3-12) Ezample: R; is the relation ‘is father of’ in the set H of all human
beings. Ry is irreflexive (no one is his own father); asymmetric (if
z is y’s father, then it is never true that y is z’s father); intransitive
(if z is y’s father and y is 2’s father, then z is z’s grandfather but
not z's father); and nonconnected (there are distinct individuals
and y in H such that neither ‘z is the father of ¥’ nor ‘y is the
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(3-13)

(3-14)

Ezample: R is the relation ‘greater than’ defined in the set Z =
{1,2,3,4,. ..} of all the positive integers Z contains an infinite
number of members and so does B, but we are able to determine
the relevant properties of R from our knowledge of the properties
of numbers in general. R is irreflexive (no number is greater than
itself); asymmetric (if > y, then y » z; transitive (if z > y
and y > z, then £ > z), and connected (for every distinct pair of
integers £ and y, either z > yory > z.

Ezample: R, is the relation defined by ‘z is the same age as y,” in
the set H of all living human beings. R, is reflexive (everyone is
the same age as himself or herself); symmetric (if z is the same age
as y, then y is the same age as ¢); transitive (if ¢ and y are the
same age and so are y and z, then z is the same age as z); and
nonconnected (there are distinct individuals in H who are not of
the same age),

3.2 Diagrams of relations

It may be helpful in assimilating the notions of reflexivity, symmetry and
transitivity to represent them in relational diagrams The members of the
relevant set are represented by labeled points (the particular spatial arrange-
ment of them is irrelevant). If z is related to y, ie (z,y) € R, an arrow
connects the corresponding points. For example,

O Q)

10‘3/2

Figure 3-1: Relational diagram.

Figure 3-1 1epresents the relation

R={(1,2),(2,1),(2,2),(1,1),(2,3),(3,3)}

It is apparent from the diagram that the relation is reflexive, since every
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whereas 2 is related to 3. It cannot be called asymmetric or antisymmetric,
however, since 1 is related to 2 and 2 is related to 1. It is nontransitive since
1 is related to 2 and 2 is related to 3, but there is no direct arrow from 1 to
3. The relation cannot be intransitive because of the presence of pairs such
as (1,1)

If a relation is connected, every pair of distinct points in its diagram will
be directly joined by an arrow. We see that R is no connected since there is
not direct connection between 1 and 3 in Figure 3-1,

3.3 Properties of inverses and complements

Given that a relation R has certain properties of reflexivity, symmetry, tran-
sitivity or connectedness, one can often make general statements about the
question whether these properties are preserved when the inverse R~! or
complement R’ of that relation is formed.

For example, take a reflexive relation R in A, By the definition of reflexive
relations, for every ¢ € A, (z,z) € R. Since R~! has all the ordered pairs
of R, but with the first and second members reversed, then every pair {(z,z )
is also in R™!. So the inverse of R is reflexive also. The complement R’
contains all ordered pairs in A X A that are not in R. Since R contains
every pair of the form (z,z ) for any ¢ € A, R’ contains none of them. The
complement relation is therefore irreflexive.

As another example, take a symmetric relation R in A. Does its com-
plement have this property? Let’s assume that the complement R' is not
symmetric, and see what we can derive from that assumption If R’ is not
symmetric, then there is some (z,y) € R' such that {y,z) € R', by the def-
inition of a nonsymmetric relation. Since (y,z) & R', (y,z ) must be in the
complement of R', which is R itself. Because R is symmetric, (z,y) must
also be in R. But one and the same ordered pair (z,y) cannot be both in R
and in its complement R’, so the assumption that the complement R’ is not
symmetric leads to an absurd conclusion. That means that the assumption
cannot be true and the complement R’ must be symmetric after all. If Ris a
symmetric relation in A, then the complement R’ is symmetric and vice versa
(the latter follows from essentially the same reasoning with R’ substituted
for R). This mode of reasoning is an instance of what is called a reductio
ad absurdum proof in logic. It is characterized by making an assumption
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the negation of that assumption is true. In Chapter 6 we will introduce rules
of inference which will allow such arguments to be made completely precise.

For sake of easy reference the table in Figure 3-2 presents a summary of
properties of relations and those of their inverses and complements. These
can all be proved on the basis of the definitions of the concepts and the laws
of set theory Since we have not yet introduced a formal notion of proof, we
will not offer proofs here, but it is a good exercise to convince yourself of
the facts by trying out a few examples, reasoning informally along the lines
illustrated above.

R (not 0) R-1 R’

reflexive refiexive irreflexive
irreflexive irreflexive reflexive
symmetric symmetric (R™! = R)  symmetric
asymmetric asymmetric non-symmetric
antisymmetric antisymmetric depends on R
transitive transitive depends on R
intransitive intransitive depends on R
connected connected depends on R

Figure 3-2: Preservation of properties of a
relation in its inverse and its complement.

3.4 Equivalence relations and partitions

An especially important class of relations are the equivalence relations. They
are relations which are reflexive, symmetric and transitive. Equality is the
most familiar example of an equivalence relation. Other examples are ‘has
the same hair color as’, and ‘is the same age as’. The use of equivalence
relations on a domain serves primarily to structure a domain into subsets
whose members are regarded as equivalent with respect to that relation.

For every equivalence relation there is a natural way to divide the set on
which it is defined into mutually exclusive (disjoint) subsets which are called
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Thus, when R is an equivalence relation, [z] is the equivalence class which
contains £ The relation ‘is the same age as’ divides the set of people into age
groups, i.e., sets of people of the same age Every pair of distinct equivalence
classes is disjoint, because each person, having only one age, belongs to ex-
actly one equivalence class. This is so even when somebody is 120 years old,
and is the only person of that age, consequently occupying an equivalence
class all by himself. By dividing a set into mutually exclusive and collectively
exhaustive nonempty subsets we effect what is called a partitioning of that
set.

Given a non-empty set A, a partitton of A is a collection of non-empty
subsets of A such that (1) for any two distinct subsets X and Y, X NY =0
and (2) the union of all the subsets in the collection equals A The notion of
a partition is not defined for an empty set. The subsets that are members
of a partition are called cells of that partition.

For example, let A = {a,b,c,d,e}, Then, P = {{a,c}, {b,e}, {d}} is
a partition of A because every pair of cells is disjoint: {a,c} 0 {b,e} = 0,
{bye} N {d} =0, and {a,c} N {d} = 0; and the union of all the cells equals
A Ui{a,eh, (b, e} {d}} = 4

The following three sets are also partitions of A:

(3-15) Py = {{a,c,d},{b,e}}
Py = {{a}, {8}, {c}, {d},{e}}
Py = {{a,b,c,d,e}}

P53 is the trivial partition of A into only one set. Note however that the
definition of a partition is satisfied.

The following two sets are not partitions of A:

(3-18) C = {{a,b,c}, {b,d}, {e}}
D= {{a}>{ba e}, {c}}

C fails the definition because {a,b,c}N {b,d} # 0 and D because | J{{a},
{be},{c}} # A

There is a close correspondence between partitions and equivalence rela-
tions. Given a partition of set A, the relation R = {{z,y) | ¢ and y are in
the same cell of the partition} is an equivalence relation. Conversely, given a
reflexive, symmetric, and transitive relation R in A, there exists a partition
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R. The equivalence classes specified by R are just the cells of the partition.
An equivalence relation in A is sometimes said to induce a partition of A.

As an example, consider the set A = {1,2,3,4,5} and the equivalence
relation

(3_17) Rx{<1 >3<1>3>’(3 >>( =3>=<2>2>:(2>4>=(4)2>:<4=5>7
(4,4),(5,2),(5,4),(5,5),(2,5)}

which the reader can verify to be reflexive, symmetric, and transitive. In
this relation 1 and 3 are related among themselves in all possible ways, as
are 2, 4, and 5, but no members of the first group are related to any member
of the second group. Therefore, R defines the equivalence classes {1,3} and
{2,4,5}, and the corresponding partition induced on A is

3
5

—

H

(3-18) Pr={{1,3},{2,4,5}}

Given a partition such as

(3-19) @ = {{1,2},{3,5},{4}}

the relation Rg consisting of all ordered pairs (z,y) such that z and y are
in the same cell of the partition is as follows:

(3-20) Ro ={(1,1),(1,2),(2,1),(2,2),(3,3),(3,5),(5,3),(5,5),(4,4

Rg is seen to be reflexive, symmetric, and transitive, and it is thus an
equivalence relation.

Another example is the equivalence relation ‘is on the same continent
as’ on the set A = {France, Chile, Nigeria, Ecuador, Luxembourg, Zambia,
Ghana, San Marino, Uruguay, Kenya, Hungary}. It partitions A into three
equivalence classes: (1) A; = {France, Luxembourg, San Marino, Hungary},
(2) A; = {Chile, Ecuador, Uruguay} and (3) As = {Nigeria, Zambia, Ghana,
Kenya}.

3.5 Orderings

An order is a binary relation which is transitive and in addition either (i)
reflexive and antisymmetric or else (ii) irreflexive and asymmetric. The
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To illustrate, let A = {a,b,¢,d}. The following are all weak orders in A:

(3-21) Ri={(a,b)(a,c),(a,d),(bc),(a,a),(b,b),(c,c),(dd)}
Ry = {(b,a), (b,), (a,a), (e,c), (d,d), (e,b), (c,a)}
Ry ={{d,c),(d,b),{d,a), {e,b),{c,a),(ara), {b,b),(c,c),
(d,d),(b,a)}

These are represented in Figure 3-3 as relational diagrams, from which it
can be verified that each is indeed reflexive, antisymmetric, and transitive

o‘d O‘d

Figure 3-3:
Diagrams of the weak orders in (3-21).

To these weak orders there correspond the strict orders Si, Sy and Sa,
respectively:

(3-22) Sy ={(a,b),{a,c),(a,d),{b,e)}
Sy = {<b=a>:<c=b)><caa>}
Sy = {(d,c),{d,b),{d,e),{ec,b),{(c,a),{b,a)}

These can be gotten from the weak orders by removing all the ordered
pairs of the form (z,z ). Conversely, one can make a strict order into a weak
order by adding the pairs of the form (z,z ) for every ¢ in A.

As another example of an order, consider any collection of sets C and a
relation R in C defined by R = {{ X,Y ) | X C Y} We have already noted
in effect (Chapter 1, section 4) that the subset relation is transitive and
reflexive. It is also antisymmetric, since for any sets X and Y, if X CY and
Y C X, then X =Y (this will be proved in Chapter 7). The corresponding
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51 SZ 53
Figure 3-4:

Diagrams of the strict orders in (3-22).

Further, we saw in Example (3-13) that the relation R ‘greater than’ in
the set of positive integers is irreflexive, asymmetric and transitive. It is
therefore a strict order. (Problem: What relation defines the corresponding
weak order?)

Some terminology: if R is an order, either weak or strict, and (z,y) € R,
we say that z precedes y, z is a predecessor of y, y succeeds (or follows) ,
or y ts a successor of x, these being equivalent locutions. If ¢ precedes y
and ¢ # y, then we say that ¢ immediately precedes y or z is an tmmediate
predecessor of y, etc., just in case there is no element z distinct from both
z and y such that = precedes z and z precedes y. In other words, there is
no other element between ¢ and y in the order. Note that no element can
be said to immediately precede itself since ¢ and y in the definition must be
distinct,

In R; and Sy in (3-21) and (3-22), b is between a and e¢; therefore,
although a precedes ¢, a is not an immediate predecessor of ¢. In Rs and Sy,
¢ is an immediate predecessor of b, and b is an immediate predecessor of a.

In diagramming orders it is usually simpler and more perspicuous to
connect pairs of elements by arrows only if one is an immediate predecessor
of the other. The remaining connection can be inferred from the fact that
the relation is transitive. In order to distinguish weak from strict orders,
however, it is necessary to include the ‘reflexive’ loops in weak orders. Di-
agrammed in this way, the orders in (3-21) would appear as in Figure 3-5.
The diagrams of the corresponding strict orders would be identical except
for the absence of the loops on each element.
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Figure 3-5: Immediate predecessor diagrams
of the orders in (3-21).

tremes of an order. Given an order R in a set 4,

1. an element z in A is minimal if and only if there is no other element
in A which precedes ¢ (examples: ¢ in Ry and Sy; ¢ and d in Ry and
Sg; d in R3 and 53)

2. an element z in A is least if and only if = precedes every other element
in A (examples: ¢ in Ry and S1; d in Ry and S3)

3. an element z in A is mazimal if and only if there is no other element
in A which follows z (examples: ¢ and d in Ry and S7; ¢ and d in R,
and Sy; @ in R3 and Ss)

4, anelement ¢ in A is greatest if and only if z follows every other element
in A (examples: ¢ in Rz and S3).

Note that ¢ in Ry and S is both a minimal and a least element, while
¢ and d in these same orders are both maximal but not greatest (¢ does
not follow d, for example). Element d in R, and S5 is both minimal and
maximal but neither greatest nor least. The order defined by R in Example
(3-13) has 1 as a maximal and greatest element (it follows all other elements
and has no successors) but there is no minimal or least element in the order.
Observe here that the form ‘greatest’ as used technically about orders need
not coincide with the notions ‘greater than ’ or ‘greatest’ in the realm of
numbers.

A least element, if there is one in an order, is unique (if there were
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asymimetry or antisymmetry), and similarly for a greatest element. There
may be more than one minimal element, however {e.g., ¢ and d in Ry and
S, above), and more than one maximal element An order might have none
of these; the relation ‘greater than’ in the set of all positive and negative
integers and zero, {0,1,-1,2, -1, .} has no maximal, minimal, greatest or
least elements.

If an order, strict or weak, is also connected, then it is said to be a fotal or
linear order. Examples are R3 and S3 above and the relation R of Example
(3-13). Their immediate predecessor diagrams show the elements arranged
in a single chain. Order R; is not total since d and ¢ are not related, for
example. Often orders in general are called partial orders or partially ordered
sets, The terminology is unfortunate, since it then happens that some partial
orders are total, but it is well established nonetheless, and we will sometimes
use it in the remainder of this book.

Finally, we mention some other frequently encountered notions pertain-
ing to orders A set A is said to be well-ordered by a relation R if R is a
total order and, further, every subset of A has a least element in the order-
ing relation. The set of natural numbers N = {0,1,2,3,. ..} is well-ordered
by the ‘is less than’ relation (it is a total order, and every subset of N will
have a least element when ordered by this relation). The set of integers
Z={0,1,~1,2,-2,...}, on the other hand, is not well-ordered by that rela-
tion, since the negative integers get smaller ‘ad infinitum’ Note that every
finite linearly ordered set must be well-ordered

A relation R in A is dense if for every (z,y) € R, z # y, there exists
a member z € A, z # z and y # z, such that (z,z) € R and (z,y) € R.
Density is an important property of the real numbers which we can think
of as all the points lying on a horizontal line of infinite extent. The relation
‘is greater than’ is not dense on the natural numbers, but it is dense on the

real numbers.

Exercises

1. (a) Determine the properties of the following relations on the set of
all people. In each case, make the strongest possible statement,
e.g. call a relation irreflexive whenever possible rather than non-
reflexive.
(i) is a child of
(i1) is a brother of



(iii) is a descendant of

(iv) is an uncle of (assuming that one may marry one’s aunt or

uncle)

(b) Which of your answers would be changed if these relations were
defined in the set of all male human beings?

2. Investigate the properties of each of the following relations If any
one is an equivalence relation, indicate the partition it induces on the
appropriate set. (If you do not know the concepts, try to find some rea-
sonable assumptions, state them explicitly, and do the exercise based

on those).

(a) M =
English}

{{z,y) | « and y are a minimal pair of utterances of

(b) C = {{z,y) | = and y are phones of English in complementary
distribution}

(¢) F={(z,y) |z and y are phones of English in free variation}

(d) A= {(z,y)|zandy are allophones of the same English phoneme}

(e) @ is the relation defined by ‘X is a set having the same number
of members as Y’ in some appropriate collection of sets.

3. Let 4 ={1,2,3,4}

(a) Determine the properties of each of the following relations, its
inverse and its complement. If any of the relations happens to be
an equivalence relation, show the partition that is induced on A.

Ry
R,
R
Ry

H

Il

)
)
)
)

b

b
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(2,1),(3,4),(2,2),(3,3),(4,4),(4,1)}
(1,2),(1,4),(2,3),(2,4),(1,3)}
(3,1),(8,4),(2,2),(1,3),(4,3),(4,2)}
(2,4),(1,3),(2,2),(3,1),(4,4),(3,3),(4,2)}

(b) Give the equivalence relation that induces the following partition
on A: P = {{1},{2,3}, {4}}.

(¢) How many distinct partitions of A are possible?

4. What is wrong with the following reasoning that reflexivity is a conse-
quence of symmetry and transitivity? (Birkhof & MacLane (1965)). If
(z,y) € R, then (y,z
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5. Let A ={1,2,3,5,6,10,15,30} and let R be a relation in A defined as
follows:

R = {(z,y) | = divides y without remainder}

(a) List the members of R, and show that it is a weak partial order
but not a total order.

(b) Construct an immediate predecessor diagram for this order and
identify any maximal, minimal, greatest, and least elements.

(c) Do the same for the set p(B), where B = {a, b, ¢}, and the relation
‘is a subset of’.



