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Chapter 2 – Motif finding/randomized 
algorithms



  

Recap
● Chapter 1 – look for "interesting" regions in a 

genome (regions where some patterns are 
frequent)

● Z+KMP – look for a specific pattern in a genome



  

This week
● Find something that's common to many pieces of 

DNA

.....ATAAGA......ATTAGA..............ATG GCT TCG ...

transcription factor

gene being expressed



  

Questions
● Group exercise in ELMS



  

Why earlier approaches don't work
● We don't know the motif (KMP and Z don't work)

● Motifs are too inexact (frequency doesn't work)



  

The solution
● Randomized search:

– take a random string from each upstream region
– check the score of the profile
– repeat until we find highest scoring profile

● What we need:
– define the profile
– define the score
– come up with a search strategy



  

Option 1: count minority bases



  

Option 2: compute entropy
H ( p1, p2, ... , pn)=−∑i=1

N
pi log2( pi)



  

Searching for motifs...deterministic
● Brute force – try all k-mers from all t strings

runtime?

● Try all possible k-mers
– from each string pick the one that is most similar to it



  

Searching for motifs...probabilistic
● Find the k-mer in each string that most probably 

fits the motif matrix/profile



  

Probability-driven deterministic search

Laplace's rule (avoids 0s with pseudocounts)



  

Randomized search
● We know:

– how to create a profile of k-mers from each of the 
strings

– calculate the score of the profile
– find a string that most probably matches the profile

● Randomize motif search:
– pick random starting k-mers
– replace them with most probable k-mers from each 

string
– repeat until best score found



  

Gibbs sampler
● Careful randomized search

– pick random starting point
– select ONE string
– replace its k-mer with another random k-mer using a 

weighted die (biased towards the more probable k-
mers)

– repeat while score improves



  

Actual behavior of a Gibbs sampler



Behavior of the Objective Function
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The Evolving Multiple Alignment

10 iterations 480 iterations 1680 iterations1 iteration



Phase Shifts
The Gibbs sampling algorithm may easily converge on a local optimum that is a 
“phase-shifted” version of the global optimum.  Why?

Optimal solution:
Solution found:

SQKETGDILGISQMHVSRLQRKAVKKL
TQREIAKELGISRSYVSRIEKRALMKM
RVSITAENLGLTQPAVSNALKRLRTSL
CFVRAAFEAGIGLGALARLCRALDAAN
RRIEIAHALCLTERQIKIWFQNRRMKW
NQIRAADLLGLNRNTLRKKIRDLDIQV
TQRSLAKALKISHVSVSQWERGDSEPT
EKEEVAKKCGITPLQVRVWFINKRMRS
GTEKTAEAVGVDKSQISRWKRDWIPKF

⋯ ⋯ 
   One remedy is to add a separate “phase-
shift sampling step”.
   No segments are removed, but 
likelihoods are calculated for the current 
alignment and several
phase-shifted alternatives.  These 
alignments are then sampled among.
   This can be understood as changing the 
topology, of definition of distance,
on the underlying “alignment space.”


