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The Philosophical Review, Vol. 109, No. 3 (July 2000) 

The Lottery Paradox, Knowledge, and Rationality 

Dana K. Nelkin 

1. Introduction 

Jim buys a ticket in a million-ticket lottery. He knows it is a fair 
lottery, but, given the odds, he believes he will lose. When the 
winning ticket is chosen, it is not his. Did he know his ticket would 
lose? It seems that he did not. After all, if he knew his ticket would 
lose, why would he have bought it? Further, if he knew his ticket 
would lose, then, given that his ticket is no different in its chances 
of winning from any other ticket, it seems that by parity of reason- 
ing he should also know that every other ticket would lose. But of 
course he doesn't know that; in fact, he knows that not every ticket 
will lose. 

On the other hand, ifJim didn't know his ticket would lose, then 
can he know any empirical facts at all? If Jim does not know some- 
thing that has an extremely high probability of being true (.9999) 
and is in fact true then what can he know? 

This, in short, is one version of the lottery paradox, a version I 
call the "knowledge version."' The proposition thatJim knew that 
his ticket would lose has undesirable consequences, but so does 
the contrary proposition that Jim did not know that his ticket 
would lose. The paradox can be presented more formally as fol- 
lows: 

The Knowledge Version of the Lottery Paradox 

(1) Jim knows that his ticket (ti) will lose. 
(2) If Jim knows that his ticket (ti) will lose, then he knows 

I would like to thank the participants in my graduate seminar on ratio- 
nality given at Florida State University in the spring of 1998 for very helpful 
discussion when I first presented some of my ideas on the lottery paradox. 
I am also grateful to Tyler Burge, Simon Evnine, and Darryl Jung for stim- 
ulating discussions of related issues concerning rationality, and to Pat Mat- 
thews and an anonymous referee for the Philosophical Review for their very 
useful comments on previous drafts of this paper. Finally, I am indebted 
to Sam Rickless for his incisive questions, valuable comments, and encour- 
agement throughout my work on this paper. 

'See Kyburg 1961, 197-99, for the original presentation of the paradox. 
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that t2 will lose, he knows that t3 will lose ... and he knows 
that tl,OOO,OOO will lose. 

So, 
(3) Jim knows that tl will lose ... and Jim knows that 

tl,OOO,OOO will lose. (1, 2) 
(4) Jim knows that either tl will not lose or t2 will not lose ... 

or tl,OOO,OOO will not lose. 
(5) Propositions of the following form comprise an inconsis- 

tent set: (a) pl ... (n) pn, (n+1) not pl or ... not pn. 
So, 

(6) Jim knows propositions that form an inconsistent set. (3, 
4, 5) 

(7) It is not possible to know propositions that form an incon- 
sistent set. 

So, 
(8) (1), (2), (4), (5), or (7) is false.2 

(5) states a logical truth. (7) follows from two extremely plausi- 
ble assumptions: knowledge implies truth, and inconsistent things 
can't both be true. This leaves (1), (2), and (4) as candidates for 
the premise that should be rejected. 

It is tempting to many to assume that (1) is false (and I count 
myself in this group). Jim simply does not know that his ticket will 
lose. It follows that there must be an answer to the skeptical ques- 
tion concerning empirical knowledge. However, two obstacles re- 
main in the way of offering a satisfying solution to the paradox 
along these lines. The first, naturally, is the small task of producing 
an adequate answer to the skeptical question. The second is that 
there is a second version of the paradox, and it would be desirable 
if both versions could be solved in tandem. 

I call the second version of the paradox the "rationality" version. 
It goes like this: Although Jim might not know that his ticket will 
lose, surely it is rational for him to believe that it will. But again, 
if it is rational for him to believe that his ticket will lose, then it 
would seem equally rational for him to believe that every other 
ticket will lose, too. But surely it is rational for Jim to believe that 
not every ticket will lose; after all, he knows that it is a fair lottery. 

2I am assuming throughout that each premise is indexed to a single 
time. 
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THE LOTTERY PARADOX 

It seems to follow that it is rational for Jim to hold inconsistent 
beliefs, and, in particular, beliefs Jim can easily recognize to be 
inconsistent. But it is not rational for Jim to hold recognized in- 
consistent beliefs. Contradiction. 

More formally, 

The Rationality Version of the Lottery Paradox 

(1*) It is rational for Jim to believe that his ticket (ti) will 
lose. 

(2*) If it is rational for Jim to believe that tl will lose, then it 
is rational forJim to believe that t2 will lose, it is rational 
for Jim to believe that t3 will lose ... and it is rational 
forJim to believe that ti,OOO,OOO will lose. 

So, 

(3*) It is rational forJim to believe that tl will lose ... and it is 
rational forJim to believe that tl,OOO,OOO will lose. (1*, 2*) 

(4*) It is rational forJim to believe that either tl will not lose 
or t2 will not lose ... or tl,OOO,OOO will not lose. 

(5*) Propositions of the following form comprise an inconsis- 
tent set: (a) pl ... (n) pn, (n+l) not pl or ... not pn. 

(6*) Jim recognizes that the following propositions comprise 
an inconsistent set: (i) tl will lose . . . (n) tl,OOO,OOO will 
lose, either tl will not lose ... or tl,OOO,OOO will not lose. 

So, 

(7*) It is rational forJim to believe inconsistent things that he 
recognizes are inconsistent. (3*, 4*, 5*, 6*) 

(8*) It cannot be rational to believe inconsistent things that 
one recognizes are inconsistent. 

So, 
(9*) (1*), (2*), (4*), (5*), (6*), or (8*) is false. 

Here, too, we face a choice about which premise to give up. 
It is notable that many who discuss the lottery paradox consider 

only one version of it. What approach is taken often varies with 
what version of the paradox is under discussion. For example, 
many of those who consider only the knowledge version of the 
paradox see rejecting (1) as the obvious (or almost obvious) 
choice.3 In contrast, those who consider the rationality version of 

3See, for example, DeRose 1996. 
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the paradox tend to see the rejection of (1*) as either in need of 
extensive argumentation or as the wrong choice.4 

As I mentioned earlier, I believe that it is desirable that the so- 
lution to each version be seen to fit well with the solution to the 
other. This does not entail that the two versions must be solved in 
the same way, but it does require that some explanation be given 
if they are not. One reason for this is that the two versions of the 
paradox are almost parallel in form. Second, the knowledge that 
one's ticket will lose, appealed to in the knowledge version of the 
paradox, appears to be based on an inference from the belief that 
the odds of one's winning are one in a million. And it is natural 
to suppose that there is a close connection between inferential 
knowledge and rationality. Thus, there are at least two prima facie 
reasons for treating both versions of the paradox in the same way. 

In this paper, I will offer solutions to both versions of the para- 
dox. My strategy will be to reject both (1) and (1*). In section 2 
of this paper, I will offer some initial reasons for adopting this 
strategy, and explain why it is superior to its main rival. Taking the 
approach I do leaves me with the burden of answering the skeptical 
question concerning empirical knowledge. It also leaves me with a 
parallel question concerning rational belief: if it is not rational for 
Jim to believe that his ticket will lose the lottery, then how can 
there be any empirical beliefs that are rational for him to hold? 
These questions presuppose a pair of deeper questions: what is it 
about knowledge and rationality, respectively, that makes (1) and 
(1*) false? In sections 3 and 4, I examine answers to these ques- 
tions that have been given by others. Although some of these at- 
tempts are on the right track, I believe that they do not fully ex- 
plain why (1) and (1*) are false and, hence, that a complete re- 
buttal to the skeptical objections has not yet been given. In sections 
5 and 6, I offer and defend my own account. 

2. Initial Reasons for Denying Knowledge and Rational Belief in 
the Lottery Case 

While Jim might say "I knew I would lose," after hearing the win- 
ner announced, I think many of us would view his words as not 

4See, for example, Ryan (1996) who considers something like the ratio- 
nality version. She argues for the rejection of something like (1*). See 
Kyburg 1961, Foley 1979 and 1993, and Klein 1995 for arguments that (8*) 
should be rejected rather than (1*). 
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THE LOTTERY PARADOX 

strictly speaking true. Perhaps what Jim really meant (or should 
have meant) was that he knew he would almost certainly lose. But 
had he known that he would lose, then he would not have bought 
the ticket. Intuitively, (1) seems false. And this conclusion is sup- 
ported by the plausibility of the remaining premises in the knowl- 
edge version of the reductio. What should we say about (1*)? Here, 
in contrast to (1), many find that (1*) seems true, at least on first 
reading. In section 5, I develop an explanation for the falsity of 
(1*) that helps defuse the initial appeal of (1*). But in this section, 
I will offer one reason for pursuing this line in the face of initial 
resistance. It is simply that the other premises in the reductio are 
themselves very plausible. If we were to retain (1*), which premise 
would we reject instead? 

(2*) is hard to dispute. If it is rational forJim to believe that his 
ticket will lose, it is on the basis of his belief about the probability 
of his ticket being chosen. But a similar ground is available for 
Jim's belief that t2 will lose and for his belief that t3 will lose, and 
so on. It would be unacceptably arbitrary to assume that it could 
be rational for Jim to believe that his ticket will lose, but not ratio- 
nal for Jim to believe that another ticket, similar in all relevant 
respects, will lose. 

Despite the appeal of (2*), Harman (1986) offers an argument 
against it. He begins by claiming that one can rationally infer that 
ticket 1 will lose on the grounds that the odds are 999,999 to 1. 
One can then rationally infer that ticket 2 will lose on the grounds 
that the odds, relative to one's rational beliefs, are 999,998 to 1. 
One could continue to infer rationally that each ticket will lose 
until there is a small enough number left. For example, having 
inferred that 999, 990 plus tickets will lose, one could not rationally 
infer that 999,999 will lose, because the odds, relative to one's ra- 
tional beliefs are now only 10 to 1. As Harman puts it, "the order 
of inference really matters here" (71). 

This solution won't work. For it seems that arbitrary order should 
not matter to what inferences count as rational. And second, if 
Harman is correct, then an unwelcome consequence follows. Sup- 
pose, with Harman, that Jim can rationally infer that tl through 
t999,000, say, will lose. Jim is also rational in believing that one of 
tl through 1,000,000 will not lose. It would seem to follow thatJim 
could rationally infer a logical consequence of these beliefs, name- 
ly, that one of t999,001-tl,000,000 will not lose. But this is strongly 
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counterintuitive. If Jim were rational in believing that one of those 
1,000 tickets will win, then, depending on the order of his infer- 
ences, he should either try to get his hands on one of those 1,000 
tickets or feel fortunate to be holding one of them already! But 
there is no reason forJim to do either of these things. Thus, Har- 
man's argument fails, and (2*) remains secure.5 

(4*) seems equally difficult to deny. In fact, we can imagine that 
it is rational for Jim to believe that one ticket will win on the basis 
of excellent empirical evidence (he supervises the lottery himself, 
for example). If one is not willing to say that it is rational for Jim 
to believe that one ticket will win, then it is unclear why one should 
be so concerned to preserve (1*). In other words, if one is struck 
by the fact that it seems rational for Jim to believe that his ticket 
will lose, it would appear at least equally rational for him to believe 
that some one ticket will win. 

(5*) is a logical truth and cannot be the culprit. 
(6*) is true by hypothesis, and it is a perfectly intelligible hy- 

pothesis, as our own recognition of the relevant inconsistency 
makes clear. This leaves (8*) as an alternative that might be re- 
jected in place of (1*). Denying (8*) is a strategy that has been 
adopted by Richard Foley, among others. As I see it, there are two 
related lines of argument in favor of this strategy. The first is to 
replace (8*) with a weaker principle governing rational belief (I 
call it the Foley Principle, or (FP)): 

(FP) It cannot be rational to believe a proposition that is in- 
ternally inconsistent. 

For example, it cannot be rational to believe a conjunction, the 
conjuncts of which cannot all be true. Applied to the lottery case, 
this means that while it is rational for Jim to believe inconsistent 
things, it is not rational for him to believe the conjunction of those 
inconsistent things. In other words, although it is rational forJim 
to believe that tl will lose, it is rational for Jim to believe that t2 
will lose . . . and it is rational for Jim to believe that one of tl or 
t2 . . . or tl,000,000 will lose, it is not rational for him to believe 
that each of tl, t2, ... tl,000,000 will lose and that one of t1, t2 

5Ryan (1996) uses a similar argument against those who would reject 
(8*). 
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... tl,000,000 will not lose. In effect, this amounts to a denial of 
what Foley calls the "conjunction rule": 

(CR) If it is rational for S to believe p at time t and it is rational 
for S to believe q at t, then it is rational for S to believe 
p and q at t. 

This move softens the picture we might have had ofJim believing 
an outright contradiction while at the same time being forced to 
say that he is rational. Our reluctance to reject (8*) might then be 
mitigated by the knowledge that it can be replaced by the weaker 
(FP).6 

This line of argument can be combined with a dialectical strategy 
that should now be familiar (since I have already used it myself): 
the other premises in the rationality version of the paradox are all 
very plausible. And if you are even tempted to reject (1*) instead 
of (8*), then you appear to be committed to an unacceptable skep- 
ticism. 

In subsequent sections, I will try to show that this dialectical 
challenge can be met. But let me briefly address the first line of 
argument, concerning the replacement of (8*) with (FP). It is un- 
clear that anything important is gained by denying (CR) and re- 
placing (8*) with (FP). After all, one is still committed to the con- 
clusion that it is rational for Jim to have beliefs that he recognizes 
are inconsistent. There is simply an added qualification: in order 
for Jim to remain rational, he must refrain from combining these 
into a single belief. Yet it is counterintuitive that one be rational 
as long as one is careful not to draw particular logical consequenc- 
es from one's beliefs.7 

Foley defends his view in part by explaining that it does not 
commit him to an "anything goes" prescription for reasoning and 
deliberation. Denying (CR) does not entail that it is never rational 

6This is not a line of argument that Foley presents directly, because he 
sets out the paradox differently; thus, his dialectical emphases are some- 
what different (see Foley 1979 and 1993, especially 143-44). According to 
Foley's rendition of the paradox, rather than reaching the (apparently 
absurd) conclusion thatJim rationally believes inconsistent things (as rep- 
resented by (7*)), we reach the (apparently absurd) conclusion that Jim 
believes an outright contradiction. This paradox would be solved simply 
by embracing (FP) and rejecting (CR). Foley is explicit about his commit- 
ment to rejecting (8*) in Foley 1993, 163-64. 

7Similar points are made by Ryan (1996) and Evnine (1999). 
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for one to believe conjunctions of one's beliefs; it simply entails 
that it is not always rational for one to do so. And the lottery par- 
adox is one of an unusual set of cases in which it is not rational to 
conjoin one's beliefs.8 

At this point, it might seem as though a stalemate has been 
reached. But I believe that we have come again to the crux of the 
matter. Foley's main reason for his denial of (CR) and (8*) is the 
lottery paradox (together with the related preface paradox). But 
if there is a plausible alternative solution, then we will not have to 
resort to saying that one can be rational just so long as one refrains 
from drawing logical consequences from one's beliefs. In the re- 
mainder of this paper, I will explore an alternative solution to the 
lottery paradox.9 

3. The Skeptical Objections and "One False Belief" Accounts 

My proposal, then, is to reject (1) and (1*). But this solution, by 
itself, leaves the skeptical questions unanswered. If (1) and (1*) 

8Foley also appeals to the preface paradox in defending the rejection 
of (8*). The preface paradox is the case in which it seems it can be rational 
for an author to believe each sentence she writes in a book, but also ratio- 
nal for her to believe, as she writes in the preface, that at least one of her 
claims is false. Here, too, the paradox dissolves if one rejects the thesis that 
recognized inconsistency is irrational. A full evaluation of the preface par- 
adox is beyond the scope of this paper. See Ryan 1991 for an excellent 
discussion and a solution that does not require rejecting the thesis cap- 
tured by (8*). 

9An alternative solution I do not consider in any detail in this paper is 
one that rejects the entire framework within which the lottery paradox is 
constructed. On this view, we should reject the idea of a "rationality of 
belief' altogether, and replace it with a "rationality of degrees of belief." 
In other words, on this sort of picture, it does not make sense to say that 
it is rational to believe p simpliciter. Rather, it is appropriate to say that it 
is rational to believe p to degree X On this view, several of the premises of 
the rationality version of the lottery paradox should be rejected. Through- 
out this paper, I will assume the basic framework of the lottery paradox 
and assume that there is a "rationality of belief." I believe that its existence 
is intuitively plausible, but others have given arguments in favor of it, as 
well. See, for example, Harman 1986, 21-27. Also see Foley 1993 for a 
discussion of the pros and cons of rejecting a rationality of belief. In the 
end, Foley accepts a rationality of belief, although he incorporates ele- 
ments of a rationality of degrees of belief into his view. In particular, he 
argues that a belief is rational (simpliciter) if and only if one is rational in 
having a degree of confidence in the belief that exceeds one's minimum 
threshold for belief. 
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are both false, then does it follow that there are no empirical facts 
we can know, or even rationally believe? And, if so, is that an ac- 
ceptable consequence? 

I agree with opponents of this solution that it would be an un- 
acceptable consequence that we are unable to know or even ratio- 
nally believe any empirical facts. So the alleged consequence must 
not really follow from rejecting (1) and (1*). The problem then 
becomes how to distinguish between cases in which the object of 
knowledge or rational belief is a proposition like 

(L) My lottery ticket will lose 

and cases in which the object of knowledge or rational belief is a 
proposition like 

(F) The room I just left still has furniture in it.10 

We usually assume that we know and rationally believe propositions 
like that expressed by (F). But there might have been a super- 
efficient furniture burglar who just completed his job in that room, 
or an automated furniture rental company using the latest in mil- 
itary technology to pick up the furniture at the end of its lease 
period, or an evil demon trying to deceive me ... 

We cannot be certain of either (F) or (L). What then is the 
relevant difference between the lottery case and the furniture case? 
In this section I will explore a strategy for distinguishing between 
the cases that focuses on the fact that in the lottery case, unlike 
the furniture case, one knows (or rationally believes) that one of 
a relevantly similar set of (potential) beliefs is false (henceforth, 
the "One False Belief" strategy). This special feature of the lottery 
situation is what distinguishes it from the vast majority of our other 
empirical beliefs and explains why it is that we cannot have knowl- 
edge (or rational belief) that one's lottery ticket will not win. 

The general strategy can be found in both Bonjour 1985 and 
Ryan 1996. Bonjour is primarily concerned with the knowledge 
version of the paradox, and Ryan with a variant of the rationality 
version. 

10See Foley 1987, 245 for this example. 
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Bonjour writes that what distinguishes the lottery case from oth- 
ers is 

the presence of a large number of relevantly similar, alternative pos- 
sibilities, all individually very unlikely, but such that the person in ques- 
tion knows that at least one of them will in fact be realized, but does 
not know which one. In such a case, since there is no relevant way of 
distinguishing among these possibilities, the person cannot believe 
with adequate justification and cannot know that any particular pos- 
sibility will not be realized, even though the probability that it will not 
may be made as high as one likes simply by increasing the total num- 
ber of possibilities. What rules out knowledge in such a case is not 
merely that the probability of truth relative to the person'sjustification 
is less than certainty but also that the person knows that one of these 
highly probable propositions is false (and does not know which one). 
It is, I submit, this further knowledge, and not merely the lack of 
certainty, that prevents one from knowing the proposition in question. 
There are obviously, however, very many cases in which the justifica- 
tion which a person has for a belief fails to make it certain that the 
belief is true, but in which further knowledge of this sort is not pre- 
sent. (1985, 236 n. 21) 

In a similar spirit, Ryan argues that one is not epistemically jus- 
tified (or, in other words, epistemically rational) in believing that 
one's lottery ticket will not win. The reason is that " [one] is in a 
peculiar situation of knowing one of [one's] beliefs is false but not 
having any idea which belief is false" (1996, 130). In particular, 
Ryan appeals to a principle she calls the "Avoid Falsity Principle" 
or AFP: 

(AFP) For any set L of competing statements, if (i) a person S has 
good reason to believe each member of L is true and (ii) either S has 
good reason to believe at least one member of L is false or S is justified 
in suspending judgement about whether at least one member of L is 
false, then S is not epistemically justified in believing any of the com- 
peting individual statements of L. (1996, 130)11 

By "competing statements" Ryan means "all statements that are 
individually reasonable but are called into question by the intro- 

"1This formulation differs in one notable way from the informal state- 
ment quoted in the text above. There, the key idea is that one knows that 
one of a set of statements or beliefs is false. In the more formal statement, 
the key idea is that one is justified in believing that one of a set of statements 
or beliefs is false. Since Ryan takes justification as a necessary condition 
for knowledge, there is no real conflict here 
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duction of reasonable counterevidence." By "having good reason 
to believe p" Ryan means "one's total evidence supports p more 
than it supports not-p." Finally, "being justified in suspending 
judgement about p" means that one is not justified in believing p 
and not justified in believing not-p. 

In simpler terms, then, (AFP) says that if one has a set of beliefs, 
each of which is better supported by one's total evidence than its 
negation, but which are collectively called into question by a ratio- 
nal belief that one of the set is false, then one is not rational in 
believing any of the set.'2",3 

(AFP) seems to give the right result in the lottery case. Although 
it seems that for each ticket, Jim's evidence better supports the 
conclusion that it will lose rather than that it will not lose, it is 
clearly rational forJim to believe that one ticket will not lose. Thus, 
according to (AFP), it is not rational for Jim to believe that his 
ticket will lose or that any other ticket will lose. (AFP) also seems 
to give the right result in other cases like the furniture case. There 
is no competing set of statements that includes (F) and that are 
collectively called into question by a justified belief that one of 
those statements is false. For example, I don't have ajustified belief 
that on one day this year, though I know not which, the furniture 
will disappear from a room shortly after I leave it. Thus, (AFP) 
allows us to preserve the intuition that I am rational in believing 
that the furniture is still in the room I just left. 

However, there are problems for (AFP). The first is that it ap- 

12For the sake of simplicity, I am here leaving out the clause that if one 
is merely justified in suspending judgement about whether one member 
of the set is false, then one is not epistemically justified in believing any 
of the set. I do not believe this will affect the subsequent discussion. 

13It is necessary to make one clarification before turning to an assess- 
ment of Bonjour's and Ryan's attempts to meet the skeptical challenges. 
Although Ryan explicitly uses the terms 'epistemically justified' and 'epi- 
stemically rational' interchangeably throughout her paper, it becomes clear 
toward the end of her paper that she thinks of epistemic justification as 
the "justification condition" for knowledge, understood as justified true 
belief (together with a fourth anti-Gettier case condition). Thus, one 
might argue that Ryan's version of the paradox is distinct from the ratio- 
nality version in which 'rational' has a sense independent from our concept 
of knowledge. In what follows, I will treat Ryan's answer to the skeptical 
challenges as applying to the rationality version of the paradox, but I be- 
lieve that what I say could be transposed to Ryan's version, if it is indeed 
a distinct version. 
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pears vulnerable to a certain kind of counterexample. Suppose, to 
vary an example of Ryan's, I am missing a book that I was reading 
just before six colleagues, Alice, Bonnie, Carol, Delia, Elizabeth, 
and Fiona entered my office. I question each of them about it, and 
all deny having taken it. Suppose that, for each colleague, my total 
evidence supports the conclusion that she did not take the book 
over the conclusion that she did. Still, suppose that it is rational 
for me to believe that one of them took it. In this case, (AFP) says 
that it is not rational for me to believe that Alice did not take it, 
or that Bonnie did not take it, and so on. Perhaps this seems like 
the right result: it is rational for me to suspend judgment. But now 
let us add to the case. Suppose that I have known Fiona all of my 
life, I have always known her to be fiercely honest, and I have never 
known her to do anything absentmindedly. I have known the oth- 
ers for a few weeks, and while they have all been friendly, I do not 
know much about their personal qualities. (AFP) still says that it is 
not rational for me to believe that Fiona did not take the book. 
But this seems counterintuitive. 

(AFP) can be modified in a way that takes account of the 'Fiona' 
case by requiring that each member of the competing set of beliefs 
be epistemically indistinguishable. In other words, if each member 
of the competing set is equally well supported by one's total evi- 
dence, and that set is called into question by a rational belief that 
one member of the set is false, then it is not rational to believe 
any members of the set. More formally, a modified version of 
(AFP) (call it (AFP')) is the same as the original (AFP) with con- 
dition (i) replaced by 

(i') a person S has good and equal reason to believe each mem- 
ber of L is true. 

(AFP') is immune to counterexamples like the Fiona case. 
But a challenge remains even for (AFP'). The Fiona case high- 

lights the fact that there are very few real cases in which (AFP') 
applies. It is not usually the case that one has a competing set of 
beliefs each of whose members is equally well supported by one's 
evidence. Further reflection reveals that (AFP') is so tailored to 
solve the rationality version of the lottery paradox that it does not 
by itself do a lot of explanatory work for us. Perhaps this (or some- 
thing like it) is the best we can do. But a defender of the "reject 
(8*)" solution to the paradox might reasonably argue that (AFP') 
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does not go very much further than a restatement of the position 
that (1*) rather than (8*) should be rejected. For, in essence, 
(AFP') asserts that it cannot be rational to hold a particular con- 
figuration of inconsistent beliefs, namely, a set of equally well sup- 
ported beliefs and a belief that one of those beliefs is false. But 
someone who thinks that it can be rational to hold inconsistent 
beliefs will be unconvinced, and can legitimately press for a further 
explanation. Thus, we have reason to seek an alternative explana- 
tion for why (1*) should be rejected. 

Before turning to alternatives, let us assess Bonjour's One False 
Belief account.'4 According to Bonjour, if one knows that one state- 
ment in a competing set of statements is false, then one does not 
know any of the members of the set. This principle seems to divide 
the cases in the right way. For example, since Jim knows that one 
ticket will not lose, but has no relevant way of distinguishing the 
tickets from each other, he does not know that his ticket will lose. 
But there is no competing set of statements, similar in all relevant 
respects, that includes (F) and about which Jim knows that one 
member is false. 

However, it is important to note that the One False Belief strat- 
egy applied to the knowledge version seems specially tailored to 
cover lottery-like cases. Although the burden of proof tends to be 
considered lighter for rejecting (1) in the knowledge version than 
for rejecting (1*) in the rationality version, it is reasonable to ask 
in this case, too, whether there is a deeper explanation for why (1) 
should be rejected. 

In sum, the main problem with the One False Belief accounts is 
that they are so finely tailored to lottery-like cases that they are 
limited in their ability to explain what is really responsible for our 
lack of knowledge or rational belief in those cases. 

14Bonjour's strategy differs from Ryan's in two main respects: First, it is 
employed in the service of solving the knowledge version of the paradox. 
And second, what is essential for explaining why (1) should be rejected is 
that Jim has a particular piece of knowledge, namely, that one of a "com- 
peting set" of statements is false. In contrast, what matters in Ryan's official 
explanation for why (1*) should be rejected is thatJim has another rational 
belief, not a piece of knowledge. There is nothing essential to the strategy 
about pairing rational belief with the rationality version and knowledge 
with the knowledge version. But I do not believe that changing the pairings 
makes a significant difference. 
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4. Knowledge and the Subjunctive Conditionals Account 

Keith DeRose, addressing the knowledge version of the lottery par- 
adox, agrees that (1) must be rejected. Or, rather, he agrees that 
at the very least it seems that (1) must be rejected. (The significance 
of this qualification will become apparent shortly.) 

Yet DeRose offers an explanation that is more general than Bon- 
jour's One False Belief account. His idea is this: 

According to SCA [the Subjunctive Conditionals Account], the reason 
we judge that you don't know you've lost the lottery is that (a) al- 
though you believe you are a loser, we realize that you would believe 
this even if it were false (even if you were the winner), and (b) we 
tend to judge that S doesn't know that P when we think that S would 
believe that P even if P were false. (1996, 569) 

SCA is not so finely tailored to the lottery situation as is the One 
False Belief account. And in fact, it has independent plausibility, 
as attested to by its association with well-known analyses of knowl- 
edge.15 At the same time, it seems to give the right result in the 
lottery case. Finally, it seems to give the right result in everyday 
cases of empirical belief. Consider the following: 

(N) The Bulls beat the Knicks last night. 

If you read that the Bulls beat the Knicks in the newspaper this 
morning, then under ordinary circumstances, we would not hesi- 
tate to say that you know that the Bulls beat the Knicks. SCA allows 
for this: we do not judge that you would believe that the Bulls beat 
the Knicks even if that were false. 

Now DeRose is careful to say that he only means to explain why 
it seems to us that (1) is false, and not why (1) is actually false. And 
I believe that there is good reason for this. To see why, let us con- 
vert SCA to a general explanation of why Jim lacks the knowledge 
that he will lose. Let SCA' be the view that the reason Jim does 
not know that his ticket will lose is that (i) if his belief were false, 
he would still believe it, and (ii) S doesn't know that P when S 
would believe that P even if P were false. SCA' will not succeed in 
explaining Jim's lack of knowledge because (ii) is false.16 

'5See, for example, Nozick 1981. 
'6DeRose is aware of this; see 568. 
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First, consider the furniture case. What does SCA' say about (F)? 
It is plausible that I would believe (F) (that the furniture is still in 
the room I just left) even if it were not. According to SCA', then, 
I do not know that the furniture is still in the room I just left. This 
is counterintuitive. 

A second case highlights the general difficulty with counterfac- 
tual analyses. Imagine that you are a Knicks fan. Now imagine that 
your neighbor wants you to suffer. If the newspaper did not report 
a Bulls victory over the Knicks, your neighbor was prepared to have 
your paper professionally altered so as to include an authentic- 
looking report of a Bulls win. Suppose that the Bulls did in fact 
win, and the newspaper reports the score correctly. Your sadistic 
neighbor never interferes. Intuitively, it seems that you know that 
the Bulls won. But you would have believed that the Bulls won even 
if they did not. So SCA' says that this case is just like the lottery 
case: you don't know that the Bulls won.17 

These cases show that SCA' fails to distinguish the lottery case 
from everyday cases of empirical belief in the right way. Neverthe- 
less, I think that SCA' is on the right track. There is something 
right and relevant about the idea that Jim would believe he had 
lost the lottery even if he had won. His belief is not connected to 
the truth in an important way. This insight suggests that we again 
look deeper-in this case into what grounds the subjunctive con- 
ditional about Jim. Doing so will allow us to avoid using the sub- 
junctive conditional-with all the controversy and difficulties sur- 
rounding its truth conditions-as a precise measuring tool, while 
instead using it as a rough guide to why we lack knowledge in 
lottery-type cases. This is an idea to which I will return in the next 
section. 

A final reason for questioning SCA' is that it has no natural 
correlate for explaining why we lack rational belief in lottery-type 
cases. In other words, it is not clear how it would fit with a solution 
to the rationality version of the paradox. 

5. The Statistical Support Accounts 

So far we have seen two attempts to explain Jim's lack of knowledge 
in the lottery situation. The One False Belief account focuses on 

17Similar counterexamples have been offered to Nozick's counterfactual 
analysis of knowledge. For example, see Klein 1987. 

387 

This content downloaded from 129.2.129.157 on Mon, 21 Oct 2013 10:31:45 AM
All use subject to JSTOR Terms and Conditions



DANA K NELKIN 

a special feature of lottery situations: that one knows that one of 
a range of relevantly similar statements is false. The Subjunctive 
Conditionals Account and SCA' focus on a feature of lottery situ- 
ations that is shared by many other kinds of situations: that one 
would have a belief whether or not it is true. In this section, I would 
like to focus on a feature of the lottery situation that is special, but 
not unique: Jim's belief that his ticket will lose is based on his 
knowledge (or belief) about the statistical probability that his ticket 
will lose. That is, it is based on an inference of the following form 
(henceforth, "P-inference"): 

(P) p has a statistical probability of n [where n is a very high 
number] -X p 

In what follows, I will develop an account that takes as its starting 
point the premise that what prevents Jim from knowing that he 
will lose the lottery is the existence of a P-inference. I call this the 
Statistical Support account for the knowledge version of the lottery 
paradox. 

If the fact that Jim's belief that he will lose is based on a P- 
inference is the ultimate-or intermediate-explanation of why 
one cannot have knowledge in the lottery case, then it must gen- 
eralize to non-lottery situations in which we base beliefs on prob- 
abilities. 

Suppose that I have a computer program that chooses a back- 
ground color for my computer screen by randomly selecting a 
number between one and one million each time I turn on my 
computer. Associated with one of the numbers is a red screen. 
Associated with 999,999 numbers is a blue screen. Suppose my 
screen will be blue when I turn on my computer tomorrow. Do I 
know that my screen will be blue tomorrow? I believe the answer 
is no. I know that it is highly likely to be blue, but I do not know 
that it will be blue. 

Notice that it is possible that the single "red" number will never 
be chosen by my computer program. Thus, this case differs from 
the lottery situation in which one knows that some ticket will not 
lose. In the lottery situation, there is a set of statements ticketi 
will lose, ticket2 will lose, and so on) of which I know one to be 
false. A parallel set of statements in the computer case is: tomorrow 
the screen will be blue, the next day the screen will be blue, the 
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day after that it will be blue, and so on. But I do not know that 
one member of this set is false. Thus, we cannot appeal to the One 
False Belief account in this case. Rather, what accounts for my fail- 
ure to know in this case is the fact that my belief is based merely 
on statistical evidence. This suggests that we should avail ourselves 
of a similar account in the lottery situation: the obstacle to Jim's 
knowledge in the lottery situation is that his belief that his ticket 
will lose is based merely on statistical evidence. There is no need 
to appeal to the further piece of knowledge that one ticket will win 
in order to explain his lack of knowledge.'8 

The thesis that P-inferences cannot yield knowledge has the im- 
portant virtue of explaining in an independently plausible way why 
(1) should be rejected. And in doing so, it makes this solution to 
the paradox that much more plausible. For there are non-lottery 
cases in which one's belief that p is based on a P-inference and in 
which we would deny that one has knowledge."9 

At the same time, this account allows room for our intuitions 
about other empirical beliefs. Consider (F). We can know (F) be- 
cause it is not based on statistical evidence. It is difficult to say what 
it is based on, but it seems to be based on a variety of perceptual 
beliefs and on other beliefs that together form a theory of the 
kinds of things that happen in my environment. Similarly for (N). 
My belief about the Bulls victory does not depend on a belief about 
statistical evidence. Even if I know newspapers sometimes make 
mistakes, my belief is not based on a statistical probability. It is 

'8See Cohen 1988 for another view that identifies the statistical evidence 
in the lottery case as the obstacle to Jim's knowledge. Cohen's view is 
embedded in a contextualist view of knowledge, according to which wheth- 
er we know something depends on the context. In certain contexts, it will 
be necessary to rule out certain "relevant alternatives" to what one be- 
lieves; in other contexts, different alternatives will be relevant and require 
ruling out. The fact that Jim makes a P-inference to his belief that he will 
lose makes his winning a "salient" alternative that he cannot rule out. 
Therefore, Jim cannot be said to know that he will lose. In what follows, I 
offer a very different reason for why P-inferences cannot yield knowledge. 
See also Williamson 1996 for an identification of the statistical nature of 
the evidence as the obstacle to knowledge in the lottery case. Williamson's 
main aim in that paper is to defend a connection between assertion and 
knowledge, and he does not elaborate on this point. 

'9As DeRose points out, there are also lottery drawings that do not 
necessarily have winners. Even in these cases, it seems that one does not 
know that one will lose, despite not knowing that anyone else will win. 
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based on my belief about what the newspaper says, its coherence 
with other things I believe, and perhaps on my belief that the news- 
paper is reporting correctly. Thus, identifying the probabilistic na- 
ture of the evidence in the lottery case as the epistemically relevant 
feature makes it possible to distinguish the lottery case from other 
cases of everyday empirical belief. 

At this point, the following question naturally arises: why should 
P-inferences pose an obstacle to knowledge? In answering this 
question, a return to an insight of the previous section will be 
useful. There we encountered the idea that Jim's belief that his 
ticket will lose seems not to be connected with the truth in the 
right way. And now we can add to this idea: there is a way in which 
true beliefs based merely on statistical probabilities are not con- 
nected to the facts that make them true. In general terms, the fact 
that makes Jim's belief true is not something that bears a causal 
(or, more generally, explanatory) connection to his belief.20 

In particular, the fact thatJim's ticket will lose does not cause or 
explain Jim's beliefs. Nor is there some other fact that is causally 
or explanatorily related in some way to both Jim's belief and the 
fact that makes it true. There are cases in which we can know things 
about the world, not because they cause or explain our beliefs, but 

20While his paper receives little attention in the literature on the lottery 
paradox, Alan Goldman (1984) argues for something like this point in the 
context of introducing an "explanatory" analysis of knowledge. In partic- 
ular, he argues (i) that a lack of explanatory connection is what is respon- 
sible for a lack of knowledge in the lottery case and (ii) that "explanatory 
connection" should be cashed out in counterfactuals (albeit more elabo- 
rate ones than those in SCA'). Roughly, A explains B when prob B/A > 
prob B. Probabilities in turn are understood as follows: prob X is high if 
in a large proportion of nearby possible worlds, X obtains. In addition to 
difficulties in assessing the relevant counterfactuals, Goldman's analysis is 
vulnerable to counterexamples like the "sadistic neighbor" case described 
in section 4. Since Goldman offers his analysis as providing a set of nec- 
essary and sufficient conditions for knowledge, the analysis is also vulner- 
able to counterexamples from the "sufficiency" direction. (For example, 
a medium who really does have extrasensory perception, but who has rea- 
son to believe that she does not, would count as having knowledge on 
Goldman's view.) Despite these problems with Goldman's view, I am in full 
agreement with the fundamental point that an explanatory connection is 
what is missing in the lottery situation. Perhaps it is because of its contin- 
gent association with a counterfactual analysis of knowledge that this fun- 
damental point has not received sufficient attention in the literature on 
the lottery paradox. 
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because there is a common cause or explanation, for example. I 
know that I will stop writing soon because I have formed the in- 
tention to do so. My intention explains both why I believe that I 
will stop and the fact that I will stop. But Jim is not in a situation 
of this kind. Because his belief is based on a belief about the prob- 
ability of his losing, and because that belief does not bear a causal 
or explanatory relation to the fact of his actually losing, there are 
no causal or explanatory connections between his belief that he 
will lose and the fact that makes it true. 

These considerations point the way to an explanation of Jim's 
lack of knowledge: a causal or explanatory connection is missing 
in the lottery situation, and indeed it is missing because Jim's belief 
is based on mere probabilities. This account dovetails with certain 
well-known externalist analyses of knowledge, an association that 
engenders mutual support for both the account and certain forms 
of externalism. 

Externalism, as I will understand it here, is, to borrow the words 
of Armstrong, the view that "what makes a true ... belief a case 
of knowledge is some natural relation which holds between the 
belief state and the situation which makes the belief true" (1973, 
157). To see how externalism and the present account of the 
knowledge version of the lottery paradox help to support each 
other, consider one classic form of externalism: Alvin Goldman's 
causal account. Despite the fact that there are a number of more 
recent externalist accounts that have been offered as improve- 
ments on this one (including Goldman's own sophisticated relia- 
bilist accounts), I think Goldman's causal account is most useful 
for our purposes. There are three reasons for this: it is simple, we 
can easily see what motivates its externalist component, and, finally, 
it is easy to see how it applies to the lottery paradox. 

Goldman is concerned to address an alleged counterexample to 
the traditional analysis of knowledge as justified true belief put 
forward by Gettier (1963). Very briefly, suppose Smith believes with 
justification that Jones owns a Ford on the basis of very good evi- 
dence (for example, seeing Jones drive a Ford, hearing Jones say 
he owns a Ford). It seem to follow that Smith is justified in believ- 
ing that either Jones owns a Ford or Brown is in Barcelona, even 
if he has no evidence whatsoever concerning Brown's whereabouts. 
But now suppose that contrary to Smith's evidence, Jones does not 
own a Ford and, by an amazing coincidence, Brown is in Barcelona. 
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Even though Jones has a true justified belief, we do not think he 
knows that either Jones owns a Ford or Brown is in Barcelona. 
Thus, it appears that a condition must be added to truth, justifi- 
cation, and belief to yield sufficient conditions for knowledge. 

Goldman observes that if Smith had received a letter from 
Brown postmarked in Barcelona, we would say that Smith has 
knowledge of the disjunction. Alternatively, ifJones really owned a 
Ford, and his owning it was manifested in his behavior, which in 
turn caused Smith's belief, then we would say that Smith has knowl- 
edge. Generalizing from these observations, Goldman writes, "one 
thing that seems to be missing in this example is a causal connec- 
tion between the fact that makes p true and Smith's belief of p." 
He goes on, "The requirement of such a causal connection is what 
I wish to add to the traditional analysis" (1967, 145). In further 
support of his view, Goldman points to a variety of cases of empir- 
ical knowledge in which some such causal condition seems to be 
satisfied. Perceptual knowledge and knowledge based on memory 
are paradigm cases in which we seem to require a causal connec- 
tion between what is believed and what makes that belief true.2' 

Thus, this causal version of externalism derives support by its 
providing a solution to a Gettier problem and by the existence of 
a causal connection in paradigm cases of knowledge. Now notice 
that it also has the resources to solve the knowledge version of the 
lottery paradox in something like the way sketched above: Jim's 
belief that he will lose is not causally connected in any way to the 
fact that he will lose. The fact that he will lose does not cause Jim's 
belief, nor is there any common cause or chain of causes. Thus, 
Jim does not know that he will lose. This explanation of why Jim 
does not know that he will lose allows us to solve the knowledge 
version of the lottery paradox by rejecting (1), while preserving 
the idea that many cases of everyday belief can constitute knowl- 
edge (beliefs based on perception and memory among them) .22, 23 

21See Goldman 1967 (1999, 148-51) for a discussion of beliefs about 
the future and other kinds of belief. 

22Dretske also argues that his analysis of knowledge, the information- 
theoretic account, accounts for Jim's lack of knowledge in the lottery sit- 
uation (1981, 99-102). Very briefly, according to Dretske's account, one 
knows that s is F if and only if one's belief that s is F is caused (or causally 
sustained) by the information that s is F. The information that s is F causes 
a belief when a signal, r, carries the information that s is F in virtue of r's 
being G and r's being G causes the belief. Finally, r's being G carries the 
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information that s is F only if the conditional probability of s being F, given 
that r is G, is 1. On Dretske's account, Jim lacks knowledge because he 
does not have access to the information that he will lose. That is, he has 
no signal such that its having a certain property entails that he will lose. 
This account shares with mine the idea that the belief that constitutes 
knowledge must be connected with the truth in some way, and that Jim's 
belief that he will lose fails to be so connected. It differs from my account 
in what it takes that connection to be. Ultimately, for Dretske, what is 
essential is that one's belief bear a causal connection to something whose 
existence guarantees-for one reason or another-the truth of the belief. 
Thus, on Dretske's view, in contrast to mine, it is not necessary that one's 
belief bear either a causal or explanatory connection to what makes the 
belief true. Further, there is some reason to think that the accounts will 
differ in the cases that they count as knowledge. For there can be a causal 
connection between one's belief that s is F and the fact that s is F, even if 
that connection does not proceed via something whose existence guaran- 
tees that s is F. Thus, one could fail to satisfy a necessary condition of 
Dretske's account of knowledge without failing to satisfy the externalist 
condition defended in the text. Also, since r's being G could entail that s 
is F without r's being G being caused by s's being F, one could satisfy Dret- 
ske's conditions for knowledge while failing to satisfy the externalist con- 
dition of knowledge defended in the text. 

23Defeasibility views of knowledge were introduced in order to solve the 
Gettier problem, and, as an anonymous referee suggested, can also natu- 
rally be applied to the lottery paradox. For example, consider Ginet's 
(1975) account, offering necessary and sufficient conditions for S's know- 
ing the proposition that p: (i) p is true, (ii) S is confident that p, (iii) S's 
being so is supported by a disinterested justification for p, and (iv) there 
is not true some proposition r such that were S to have justification for 
believing r and to retain all the properties entailed by his justification for 
claiming to know that p, then those properties plus the justification for 
believing r would be very far from justifying him in confidence that p (73- 
74). (If there is a true proposition r that meets the conditions specified in 
(iv), then I call it a "defeater" of S's justification for p.) [See also Lehrer 
and Paxson 1969 and Ginet 1988 for related accounts.] This account can 
be applied to the lottery case in the following way: Jim lacks knowledge 
that his ticket will lose because there is a true proposition, T. such that if 
he had justification in believing it, he would be very far from justified in 
believing that his ticket will lose. Tis the proposition that eitherJim's ticket 
or tickets will win (where tickets is the actual winning ticket). The main 
problem with this solution is that the defeasibility account is itself vulner- 
able to counterexamples in which the defeater is "misleading." For ex- 
ample, consider S's belief that Tom Grabit stole a book, where S bases this 
belief on his having seen someone who looked just like Tom steal a book. 
In addition, S's justification is defeated by the true proposition that Tom's 
mother explained that Tom has an identical twin brother who actually stole 
the book. But if it turns out that Tom's mother is a pathological liar and 
has completely fabricated this excuse for Tom, then the defeater is mis- 
leading and its existence does not deprive S of the knowledge that Tom 
stole a book. (See Lehrer and Paxson 1969 and Sosa 1970.) 

Although Ginet does not claim that condition (iv) above explainsJim's 
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It will be useful to sum up the dialectic thus far. Externalist ac- 
counts of knowledge have been independently motivated by the 
need for a response to Gettier-type cases, among other things, and 
by the existence of causal connections in paradigm cases of knowl- 
edge.24 Since certain forms of externalism offer promise in explain- 
ing why one lacks knowledge in lottery situations, they provide 
support for the view that (1) should be rejected. In particular, they 
support the idea that the rejection of (1) should be based on the 
fact that Jim's belief is probability-based, and so ultimately "uncon- 

lack of knowledge in the lottery case, he offers two related principles that, 
in his view, do provide an explanation: 

(Gi) In order to be justified in believing p on the basis of q, q cannot support 
an inference to the belief that there is a defeater. (1975, 78) 

(G2) In order to be justified in believing p on the basis of q, S must therein 
be justified in being confident that there is no defeater. (1975, 79) 

According to Ginet, Jim meets neither condition because the very basis of 
Jim's belief that his ticket will lose supports an inference to the conclusion 
that there is a defeater for it. For Jim's belief is based on the proposition 
that "there will be a perfectly fair drawing of a single winning ticket from 
a lottery of one million tickets" (77). From this proposition, Jim could 
infer that there is a true proposition, namely, one of the same form as T7 
that defeats Jim's justification for his belief (78). There are two main prob- 
lems for this account. First, the account explains whyJim lacks knowledge, 
but it cannot explain why Joan who plays a lottery with similar odds but 
with no guaranteed winner lacks knowledge. Yet, intuitively, if Jim lacks 
knowledge, so does Joan, and for the same reasons. Second, both (Gi) 
and (G2) should themselves be rejected. These principles are questionable 
on the grounds that they appear to require the ability to employ sophisti- 
cated concepts like that of a defeater in order to be justified in any belief. 
But the principles also inherit the challenge to the original defeasibility 
account of knowledge. (G2) requires that one's justification for a propo- 
sition provide one with a justification for believing that there are no de- 
featers, misleading or otherwise. That this is too strong can be seen by 
returning to the Grabit case. For it is intuitive that S is justified in believing 
that Tom stole a book even if he is not justified in believing that there are 
no defeaters of the kind involving Tom's (insane) mother. Something sim- 
ilar applies to (Gi): even if one's basis for a proposition provides one with 
justification for believing that there is a defeater, this should not necessarily 
preclude one from having justification, since the defeater might be mis- 
leading. One might even have justification for believing that the defeater 
in question is misleading, in which case one's claim to justification clearly 
remains unthreatened, despite the fact that one fails to satisfy (Gl). 

24Other motivations include the desire to provide a response to certain 
kinds of skeptical challenges. See, for example, Armstrong 1973. 
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nected" with the fact that makes it true. At the same time, the fact 
that externalism could be used to ultimately ground an explana- 
tion of why beliefs based on P-inferences cannot constitute knowl- 
edge bolsters externalism in turn because it reveals yet more ex- 
planatory power for the theory.25 

It would be nice if we could leave things here. But, in addition 

25Armstrong appeals to a variant of the lottery paradox in defending a 
key part of his own externalist theory: the claim that in order for a believer 
to have noninferential knowledge, there must be a specification of the 
believer that ensures with "absolute reliability" that his belief is true (1973, 
184-90). The argument is very different from the one presented in the 
text, and I do not believe the argument succeeds. It goes like this. First, 
assume the very plausible Conjunctivity of Knowledge Principle (CKP): if 
one knows that p and one knows that q, and one knows that r, and ... 
then it is rational to believe that p and q and r, and .... 

Now imagine that when Bob is in a certain experiential state, there is a 
99% chance that there is a sound in his immediate environment. Imagine 
further that he is in this state 200 times, and each time there is in fact a 
sound. Assume that Bob meets all necessary conditions for knowledge that 
there is a sound in his environment each time (he believes there is a sound, 
and so on) except for a "reliability" condition. In other words, leave it as 
an open question whether knowledge requires perfect reliability or wheth- 
er 99% reliability will suffice for knowledge. Now assume for reductio that 
the first time Bob is in the relevant experiential state, he knows that there 
is a sound in his environment. Armstrong argues that the assumption that 
Bob knows (with only 99% reliability) that there is a sound in his environ- 
ment will force us to deny (CKP). For if Bob knew that there was a sound 
the first time, then he knew there was a sound each time. By (CKP), it 
follows that it is rational for Bob to believe that there was a sound each 
time. But, intuitively, it is not rational for Bob to believe this. Contradiction. 
We should reject the hypothesis that Bob knew that there was a sound in 
his environment if there was only a 99% chance of his belief being true, 
given his state. 

Armstrong's reasoning fails because it is doubtful that it is not rational 
for Bob to believe there was a sound every time. We are to suppose that 
"all other conditions for knowledge" have been met by Bob, and these 
might include a rationality condition. As far as the story goes, Bob may 
have no awareness of his fallibility. There is no reason to assume that Bob 
is not rational in believing he heard a sound each time. If we do assume 
this, it might be because we also assume that Bob believes that the odds of 
his belief being true are 99%. But in that case it is not obvious that it is 
the actual probability of his being right that is getting in the way of Bob's 
having knowledge, or Bob's belief about it, or both. 

Despite the failure of Armstrong's argument, he is correct that a pure 
reliabilist account of knowledge will not be able to deny (1) if it assumes 
that (i) knowledge is constituted by belief based on a reliable method and 
(ii) reliability is measured entirely by the probability (less than 100%) that 
a method leads to true belief. 
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to objections that remain to be considered in the next section, 
there is the problem of the rationality version of the paradox. Plac- 
ing external requirements on knowledge is widely accepted, but 
external requirements on rationality sound fishy. Surely whether a 
belief is rational or not does not depend on its truth (at least in 
most cases), and a fortiori on whether it is connected to the truth 
in right way. 

Where should we go from here? I believe that it continues to be 
important, when thinking about the rationality version of the lot- 
tery case, to think of how beliefs and truth are connected, even if 
only in Jim's conception of things. Consider the fact that Jim does 
not (and cannot) see any causal or explanatory connection be- 
tween his belief and the fact that makes the belief true. The belief 
on which he bases (or would base) his belief that his ticket will 
lose is not itself connected causally or, more broadly, explanatorily 
with the fact that his ticket will lose, and he can see this. 

In the rest of this section, I will offer a Statistical Support account 
for the rationality version of the paradox. My proposal is that (1*) 
should be rejected, and that what explains the fact that it is not 
rational for Jim to believe that his ticket will lose is that he cannot 
see a causal or explanatory connection between his belief and the 
fact that makes it true. In fact, given the nature of his evidence, 
he can see that there is no such connection to be found. I believe 
that there is an internalized version of the "connection" require- 
ment that holds for rational empirical belief, at least that based on 
inference.26 

26My view is similar in spirit to the view put forward by Harman in his 
1968 and 1973. Harman there argues that all (rational) inference to em- 
pirical facts must rely on an inference to the best explanation in order to 
constitute knowledge or justified belief, and thus, that "pure probabilistic 
inferences" [P-inferences] should be rejected. The object of the evidential 
belief(s) must be (seen to be) explained by the facts that make the belief 
constituting knowledge true, or the facts that make the knowledge true 
must be seen to explain the object of the evidential beliefs. 

An important difference between my view and Harman's is the way in 
which we argue for them. In addition to the lottery paradox itself, Har- 
man's main argument against the idea that inferences to 'p' from 'p has 
a high statistical probability' are rational is what I call the "false lemma" 
argument. It goes like this. Consider another case of Gettier's: Mary's 
friend, Mr. Nogot, tells her he owns a Ford, picks her up in a Ford, and 
so on. On the basis of this evidence, Mary concludes that one of her friends 
owns a Ford. However, Nogot's Ford has just been repossessed. Mary has 
another friend, Mr. Havit, who does own a Ford, although Mary does not 
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In other words, it must be possible for one to recognize one's 
commitment to the idea that one believes something because it is 
true. This does not mean that one must be able to represent to 
oneself the details of a causal or, more broadly, explanatory, con- 
nection between one's belief and its object. But one must be able 
to suppose that there is such a connection. In some cases, one can 
judge that there is a causal connection. For example, in the case 
of Smith's belief thatJones owns a Ford (see 391-92 above), Smith 
might be able to recognize that he takes there to be a causal con- 
nection between the fact of Jones's owning a Ford, his evidence, 
and his belief. In other cases, one can judge that there is a more 
general explanatory connection. For example, in the case of gen- 
eral beliefs, it might not be possible for there to be a causal con- 
nection between one's belief and its object. Consider my belief that 
all objects on the earth are affected by its gravitational pull. There 
is no obvious causal route from the fact that all objects have this 
property to my belief about it. Nevertheless, there is still an ex- 
planatory route. This fact explains other facts that have been per- 
ceived by people who have theorized about the nature of gravity 

believe that he does. Mary does not have knowledge that her friend owns 
a Ford (despite the fact that her belief is true and jusified). The reason, 
according to Harman, is that her belief is based on a false premise, or 
lemma (namely, that Nogot owns a Ford). Thus, a necessary condition for 
knowledge is that it not be based on a false lemma. But if purely proba- 
bilistic inferences can be rational, then Mary could have inferred her final 
conclusion from her original evidence, which is true, and which makes her 
conclusion highly probable. There would be no need to first infer that 
Nogot owns a Ford. Thus, if there could be pure probabilistic rules of 
evidence, then we could not account for the intuition that Mary lacks 
knowledge, or for the explanation of this lack of knowledge in terms of 
false lemmas. So, there cannot be pure probabilistic rules of evidence. 

One problem with this reasoning is that it is at best an argument that 
belief based on pure probabilistic rules cannot constitute knowledge. Only 
if we make the additional assumption that true, rational belief based on 
true premises is sufficient for knowledge do we have an argument that 
pure probabilistic inferences are not rational. But even if we were to make 
this assumption, it is possible to distinguish the kind of probabilistic infer- 
ence made in the hypothetical Mary case from the lottery case. An oppo- 
nent might argue that the latter kind of inference, which is based entirely 
on statistical evidence, and where no other evidence is available, is rational, 
where the former is not. 

It is also worth noting that Harman (1986) seems to reject his earlier 
view that P-inferences are not rational. I consider his reasons in section 6. 
See also section 2 above. 
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and from whose testimony I have ultimately benefited. I can rep- 
resent to myself an explanatory connection (which includes causal 
elements) between the fact in question and my belief about it. 
Again, the key idea is that in each case I can take myself to believe 
something because it is true. Thus, while many explanatory connec- 
tions are causal, what is essential is that one be able to posit the 
existence of an explanatory connection between one's belief and 
the object of one's belief. One need not have any clear idea about 
what that connection is, but on reflection one must be able to 
recognize that one is committed to there being such a connection. 

Let us see how this proposal sorts cases. Consider ordinary cases 
like (F) and (N), in which we think that our beliefs are rational. 
In the case of (F), we are rational in believing the furniture is still 
there because we assume that we saw the furniture there moments 
earlier and we have not heard any unusual sounds, and so on. What 
best explains the experiential evidence on which we base our belief 
is that nothing out of the ordinary has happened there and that, 
consequently, the furniture is still there. Similarly for the case of 
(N). Our belief that the Bulls won is rational because we believe 
(or would, on reflection) that someone at the newspaper received 
a report of the conclusion of the game in which the Bulls won 
(either by watching it or by its being reported by someone who 
did see it), and subsequently entered the results to be printed in 
the paper. It is possible for us to represent to ourselves that there 
is a causal (and hence explanatory) connection running from the 
Bulls game, through our evidence for it, and ultimately to our 
belief about it. Suppose instead that we believed that the sports 
editor simply picked scores at random to report, or that a freak 
snowstorm had cut off all communication from inside the basket- 
ball arena from half-time of the game until now. Then it seems it 
would not be rational for me to believe that the Bulls won on the 
basis of the newspaper report. Thus, in paradigm cases of rational 
belief, it seems it must be possible for me to see a connection- 
causal or explanatory-between my belief and the fact that makes 
it true. I need not be able to see any details of the connection, but 
I must be able to take there to be such a connection. In contrast 
to the furniture and newspaper cases, it is clear from the nature 
of the evidence in the lottery case that there could be no causal 
or explanatory connection between my evidence and the facts. 
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Thus, this criterion for rational belief supports the rejection of (1*) 
as a solution to the rationality version of the paradox. 

At this point an issue arises that calls for clarification. I have 
argued that one must be able to postulate a causal or more broadly 
explanatory connection between one's belief and the object of be- 
lief in order for one's inferred (nondeductive) belief to be rational. 
But one might worry that this is so general as to allow that someone 
might irrationally postulate a causal connection between any be- 
liefs and their objects. In particular, Jim might irrationally take 
there to be such a connection between his belief that he will lose 
the lottery and the fact that he will lose. So perhaps the criterion 
does not properly sort the cases after all. 

In reply, let me note that if Jim were to irrationally postulate a 
causal connection between his belief that he will lose the lottery 
and the fact that he will lose, he is thereby guilty of irrationality. 
So this case does not show that the criterion might count Jim as 
rational in believing (L). Thus, the criterion remains unthreatened 
by this sort of case. Nevertheless, cases of this sort show that Jim's 
ability to represent a causal or explanatory connection must itself 
be rational in order for his belief to be rational. 

The "internalized connection" criterion seems to sort cases ap- 
propriately. Nevertheless, more needs to be said in its favor. For it 
is compatible with my analysis of the cases of (F) and (N) that 
there is simply more than one kind of rational support for beliefs, 
and that P-inferences are rational. Why think that there is an "in- 
ternalized connection" requirement for all rational belief? This 
would be the place to say something deep about the nature of 
rational belief. Instead, I'll try to shift the burden of proof, and 
make some remarks on rational belief that I hope will be sugges- 
tive. 

First, let me try to defuse the sense that there is a need to rec- 
ognize P-inferences as a type of rational inference. I believe that 
the feeling that there is such a need comes from the fact that 
claims like (1*) are intuitively appealing. Can the appeal of (1*) 
be explained in a way that does not commit us to accepting (1*)? 
Let me offer such an explanation. Strongly associated with the ap- 
peal of (1*) is the conviction that Jim should not makes plans 
contingent on his winning the lottery, and, in fact, that he should 
make plans based on the assumption that he is not going to win. 
Similarly, we think that he should not "get his hopes up," that he 
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should not devote excessive energy to creating mental images of 
his winning, and that, under ordinary circumstances, he should 
not buy a lottery ticket if the price is high enough to be important 
to him. In fact, I believe that the appeal of (1*) derives largely 
from the fact that Jim's belief that he will lose rationalizes all of 
these behaviors that we find rational and normative for Jim. 

But all of our beliefs about what it is rational forJim to do could 
be true and yet (1*) be false. For compatible with the falsity of 
(1*) is the truth of 

(1**) Jim is rational in believing he will very probably lose. 

All of the behaviors just mentioned (making plans on the assump- 
tion that he will lose, not getting his hopes up, and so on) are 
sufficiently rationalized by Jim's belief that he will very probably 
lose. (1*) seems unnecessary. 

Further, if most or all of our intuitions can be preserved by ac- 
cepting (1**) in place of (1*), then there is dialectical reason to 
take this route. For doing so allows us to preserve (8*). 

Finally, although I can do no more than gesture here, I believe 
that it is plausible that rational (nondeductive) inferences are es- 
sentially ones in which one can conceive some causal or explana- 
tory connection between one's belief and the fact believed. In very 
general (and grand) terms, the role of rationality in one's belief- 
forming activities is to guide one's beliefs toward the truth, via 
reasons. There is a way in which this role is fulfilled in inferences 
to beliefs like (N), but not in the case of P-inferences. 

In the everyday case like (N), as we saw above, the rationality of 
one's belief depends on one's being (rationally) committed to the 
proposition that there is an explanatory connection between one's 
belief and what the belief is about. But now suppose that I learn 
that my belief is false, and that the Bulls in fact lost their game 
against the Knicks. In that case, I would now reject something to 
which I was previously committed: that the newspaper reported the 
score accurately, or that there was a causal connection between the 
reporting of the score and the game itself, or something else in 
my total evidential package. In recognizing the falsity of my belief, 
I realize that my evidence (although perhaps quite reliable) failed 
to connect to the truth in some way. Either the evidence was in- 
accurate, or it was not connected with the truth in the right way. 
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Importantly, I do not need to see myself as having been irrational 
or at fault in any way. But once I realize that my belief is false, I 
must reject at least part of what gave me reason. In other words, 
in seeing that my reasons failed to guide me to the truth, I must 
reject something in my total "package" of reasons. 

Notice, in contrast, that this is not the case for P-inferences. If I 
believe that p (say, my ticket will lose) on the basis of a high sta- 
tistical probability for p, and I find out that not-p (I won!), then 
there is nothing at all in my reasons to reject. I still believe the 
same odds were in effect, and I still believe that they made my 
losing extremely probable. I have no reason to think that my evi- 
dence failed to bear a connection to my conclusion that I previ- 
ously thought it did. Learning that my belief is false puts no pres- 
sure on me to find some problem in my reasons. Thus, there is a 
way in which they are not "sensitive" to the truth, or at least to 
what I conceive of as the truth. It seems to me that, given the role 
of rationality as a guide toward truth, this lack of sensitivity to the 
truth in the case of P-inferences might help to explain why such 
inferences are not rational. 

Admittedly, this is more of a suggestion than a defense, and I 
do not mean to rest my case on it. Thus, even if one rejects the 
suggestion, I hope to have done enough to shift the burden of 
proof onto those who would prefer an alternative solution to the 
rationality version of the paradox. I have tried to do this in two 
ways: by defusing a natural resistance to rejecting (1*), and by 
showing that the main rival to this solution has problems that can- 
not be satisfactorily resolved. 

Before turning to objections to the Statistical Support accounts 
presented in this section, let me briefly address the question of 
how the two versions of the paradox are related. In addressing the 
knowledge version, I have offered a Statistical Support account that 
explains why (1) should be rejected in terms of the probabilistic 
inference on whichJim's belief is based, and his consequent failure 
to meet an externalist condition for knowledge. I have also offered 
a Statistical Support account that explains why (1*) should be re- 
jected. It, too, begins with the probabilistic nature of the inference 
on which Jim's belief is based. But it continues by pointing out that 
such inferences do not satisfy an internalized version of the require- 
ment that one's beliefs be appropriately connected to their objects. 

If one accepts that rational belief is a necessary condition for 
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inferential knowledge, then one could accept the Statistical Sup- 
port account of the rationality version of the paradox as a solution 
to the knowledge version as well. The same fact that makes (1*) 
false also makes (1) false. In that case, one could either dispense 
with the independent "externalist" Statistical Support account as 
a solution to the knowledge version of the paradox, or one could 
accept both and argue that it is overdetermined thatJim does not 
know that his ticket will lose. 

Although it would be simpler to accept a single solution for both 
paradoxes, it is not necessary.27 Even if both Statistical Support 
accounts are accepted, it is important to see that they share a com- 
mon starting point. According to both, what ultimately deprives 
Jim of both knowledge and rational belief that his ticket will lose 
is the probabilistic inference on which his belief is based. 

6. Objections and Replies 

6.1 Bonjour on Externalism and the Knowledge Version of the Lottery 
Paradox 

The only criticism of an externalist solution to the knowledge ver- 
sion of the lottery paradox of which I am aware appears in Bonjour 
1985. Bonjour suggests that the ability of externalism to solve the 

27Here I disagree with Ryan, who argues that on plausible assumptions, 
"the only option open to explain why Uim's] belief fails to be an instance 
of knowledge is that it fails to satisfy the justification condition for knowl- 
edge" (1996, 136). Given that the justification condition is a rationality 
condition for Ryan, her conclusion strongly suggests that a single solution 
to both versions of the paradox should be provided. Her "What Else Could 
it Be?" argument goes like this: Jim does not know that his ticket will lose. 
There are four possible explanations for this: he does not believe it, he is 
not justified in his belief, his belief is false, or he is in a "Gettier" situation 
(that is, his belief is based on defective evidence). But, by hypothesis, Jim 
believes truly that he will lose, and his evidence is in no way defective. 
What else could it be? The only remaining alternative is that he is not 
justified (or rational), at least to the degree required for knowledge. The 
argument is clever, but goes wrong in assuming that there are only four 
possible ways that a belief could fail to constitute knowledge. For the cor- 
rect analysis of knowledge might require an external condition in addition 
to good and nondefective evidence. For example, Goldman's causal ac- 
count of knowledge includes a causal requirement in addition to justified 
true belief. In that case, the obstacle to knowledge in the lottery case could 
be something else, namely, thatJim's belief is not connected with the truth 
in the right way. 
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lottery paradox would count as a positive argument for external- 
ism. And Bonjour acknowledges that externalism, or, at least, one 
form of it, appears promising at first glance. In his view, the lottery 
paradox appears problematic because it seems to require absolute 
certainty for a belief to count as knowledge. Yet, the skeptic would 
have an easy time showing that, with this criterion for knowledge, 
almost nothing that we ordinarily take to be knowledge really 
counts as knowledge. Bonjour conceives of externalism as solving 
the problem by providing a truth guaranteeing property of beliefs 
without that guarantee of truth being certainty (or, in other words, 
without the guarantee of truth being within the cognitive grasp of 
the believer). For, according to one version of externalism (Arms- 
trong's), there is some description of the believer on which the 
belief is connected by a law of nature to the fact believed. Thus, a 
belief can be guaranteed to be true without the believer's having 
to know this. Further, it is reasonable to suppose that there is a 
relevant description and law in a number of cases that we normally 
count as knowledge. 

Bonjour criticizes this account on the following grounds. Imag- 
ine a situation in which Agatha knows that she is one of 100 people 
who are participating in a philosophical experiment conducted by 
a Cartesian demon. Each is seated at her desk and believes herself 
to be perceiving a cup. But, although 99 of the subjects will be 
perceiving a cup in the normal way, the last one will be caused by 
the demon to have a complete hallucination of a nonexistent cup. 
Agatha knows all of this, but does not know whether she is the one 
being deceived. Bonjour argues that Armstrong's externalism will 
give the wrong result here. Suppose that Agatha is indeed perceiv- 
ing a cup. Intuitively, Agatha does not know that she is perceiving 
a cup. At the same time, Armstrong's externalism implies that she 
does. Thus, externalism cannot provide a solution to the paradox. 

In responding to this objection, I should note first that Bonjour 
is criticizing only one form of externalism. Goldman's causal ex- 
ternalism makes no claims to provide a truth-guarantee (although, 
as we saw above, it can be employed to solve the paradox by pro- 
viding another kind of distinction between the lottery case and cases 
of knowledge). Nevertheless, Bonjour's argument might be adapt- 
ed to target Goldman's causal account. Would it give the wrong 
result in Agatha's case? 

It would if it implied that the cup's causing Agatha's perceptual 
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experience and belief were sufficient for knowledge. But Gold- 
man's causal requirement is meant only as a necessary condition 
for knowledge. The problem is that Bonjour's argument against 
externalism works only on the assumption that externalism holds 
an externalist condition (along with true belief) to be sufficient 
for knowledge. But in order to provide a solution to the lottery 
paradox along the lines sketched in section 5 above, externalism 
need only provide a necessary condition for knowledge that is ex- 
ternalist. Thus, as far as Bonjour's argument goes, it leaves even 
Armstrong's form of externalism as an available option for solving 
the lottery paradox (assuming it is taken only as a necessary con- 
dition) .28 

6.2 Harman's Challenges 

Although Harman favors a solution similar in spirit to the one I 
offer for the rationality version of the paradox in his 1968 and 
1973, he rejects it in his 1986. He also raises serious challenges 
even for the rejection of (1) in the knowledge version of the par- 
adox. 

Although Harman accepts that all rational inference is inference 
either from or to the best explanation, he also accepts that P-in- 
ferences are rational. The reason he gives for this is that inferring 
something based on its statistical probability is of the form: con- 
clusion because evidence. In other words, the evidence (statistical 
probability) explains the conclusion. 

On the face of it, this seems the wrong way to describe such an 
inference. Why think there is any explanatory link at all between 
the statistical probability of p and p itself? I believe Harman's rea- 
soning goes something like this. One can infer that a die is "load- 

28Further, it is not clear that Bonjour's case succeeds as a counterex- 
ample to Armstrong's account, even if it is taken as providing a sufficient 
condition for knowledge. For in the case in which Agatha's belief might 
have been caused by an evil demon, it seems that the kind of nomological 
requirement Armstrong had in mind is not satisfied. For Armstrong claims 
that there must be a law connecting the belief and the truth such that 
having the belief ensures its truth. 

Also, it is worth noting that Armstrong intends the account described in 
the text as an account of noninferential knowledge. Armstrong's account of 
inferential knowledge, which would presumably be required to explain the 
lottery situation, is more complicated. See Armstrong 1973, 198-211. 
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ed" so as to favor side six on the basis of the frequency with which 
six comes up when the die is tossed. As Harman puts it, 

[t] his is to reason from the observed evidence to a statistical expla- 
nation of the evidence. One concludes that the best explanation of 
the observed evidence is that the probability of getting a six on tossing 
this die is greater than one out of six. One infers that the observed 
frequency of sixes has occurred because the die is loaded. (1986, 70) 

Thus, one can rationally infer a statistical explanation from an out- 
come. But there can be rational inferences both to and from ex- 
planations. Hence, it follows that one can also rationally infer an 
outcome from a statistical explanation. 

For Harman's argument to go through, he must be making two 
assumptions. The first is that if a proposition of type A explains a 
proposition of type B in one case, then propositions of type A 
explain propositions of type B in another case. The second is that 
rational inference "goes both ways"; that is, if it is rational to infer 
from an explanation, it is rational to infer to an explanation, and 
vice versa. Both assumptions are questionable. 

The first assumption is needed in order to show the relevance 
of the die case to the lottery case. The problem is that the as- 
sumption leaves it open that the types in question are very general. 
And Harman requires that they be quite general. In particular, 
Harman needs it that if antecedent probabilities explain outcomes 
in one case, then antecedent probabilities explain outcomes in oth- 
er cases. But this is questionable. In the die case, there is a series 
of outcomes (or serial outcome), while in the lottery case there is 
a single outcome. This difference is important because the ante- 
cedent probabilities in the lottery case cannot explain the out- 
come. In that case, the outcome is that t59,008, say, won and that 
the other tickets did not win. But antecedent probabilities do not 
explain these facts. Thus, Harman fails to show the relevance of 
the die case to the lottery case. 

The other problem with the reasoning is that rational inferences 
do not necessarily go both from and to explanations in every case. 
Even if we grant that in the die case the outcomes are explained 
by the antecedent probabilities and that it is rational to infer from 
the outcomes to the antecedent probabilities, it does not follow 
that it is rational to infer from antecedent probabilities to out- 
comes. Suppose that we know that a die is loaded so as to make 
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the likelihood of a six coming up 1/2. We cannot rationally con- 
clude what a particular set of tosses of that die will be. Thus, the 
die case cannot be used to show that P-inferences are rational. 

Nevertheless, Harman argues in a similar way when he raises a 
problem for the Statistical Support account for the knowledge ver- 
sion of the paradox. He writes that it "can seem wrong" that one 
knows that one's ticket will lose in a lottery. But 

an inference in the other direction, from observed evidence to a sta- 
tistical explanation of the evidence, can give one knowledge ... one 
can come to know the probability of six on this die is closer to 1/2 
than to 1/6.... Why is knowledge clearly possible in the one case and 
not clearly possible in the other? (1986, 71) 

Harman does not have an answer to this question. But again it 
seems to me that he has ample resources to answer it if he returns 
to the important idea that rational inference must be explanatory. 
For it is plausible to argue that in the die case, the statistical prob- 
abilities provide an explanation for the evidence whereas in the 
lottery case, the statistical probabilities do not provide an expla- 
nation for the inferred outcome. The cases are different in relevant 
respects (for example, there is a series of outcomes in the die case 
and not in the lottery case). Further, reflection on the die case 
itself casts doubt on the idea that it is always rational to infer in 
one direction if one can rationally infer in the other. If inferential 
knowledge requires that it be based on rational inference, then 
there is no reason for doubting that Jim lacks knowledge as well 
as rational belief that his ticket will lose. 

Finally, Harman offers an additional reason to question the Sta- 
tistical Support account of the knowledge version of the lottery 
paradox (and any other account that rejects (1)). Together with 
the worry just mentioned, it leads Harman to conclude that "he 
has no idea how to account for our reluctance to attribute knowl- 
edge in cases of this sort" (1986, 72). Here is the problem: 

Suppose Bill wants to know where Mary will be tomorrow. Bill knows 
that Mary intends to be in New York. Bill also knows that if Mary's 
ticket is the winning ticket, she will instead be in Trenton for the award 
ceremony. But there is only one chance in a million of that. Can't Bill 
conclude that Mary will be in New York tomorrow and in that way 
come to know where Mary will be tomorrow? That seems possible. But 
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doesn't it involve knowing her lottery ticket is not going to be a win- 
ning ticket? (1986, 71) 

This is a challenging case. A first response is to deny that Bill's 
knowledge is based on an inference from the statistical probability 
of Mary's being in New York. Nothing in the case forces us to say 
that it is, and yet, my reason for denying that we have knowledge 
in lottery situations is that they involve a belief based on an infer- 
ence from statistical probabilities. Nevertheless, the case seems to 
pose a problem for denying (1) in the lottery case. To see why, we 
need to look more closely at the structure of the case. The case is 
meant to reveal that (i) one could know 'p' (that is, that Mary will 
be in New York), (ii) know that 'p entails q' (that is, that her being 
in New York entails that she will not win the lottery), but (iii) not 
know 'q'. The problem is that (i) and (ii), together with a very 
plausible assumption that one (can) know the logical implications 
of one's beliefs, entails that (iii) is false. But (iii) derives support 
from the same considerations that lead us to say one lacks knowl- 
edge in the lottery case. 

Of course, we could continue to maintain that Bill has indepen- 
dent reason to believe that Mary's ticket will lose, and that he does 
not base his belief that she will lose on the statistical probability 
that she will. So there is no real conflict with denying that, ordi- 
narily, we lack knowledge in lottery situations. However, it does not 
seem that Bill really does have independent reason to believe that 
Mary's ticket will lose. So this response does not really relieve the 
sense that something has gone wrong somewhere. 

I think the best way to respond to the case is to deny that Bill 
can know that Mary will be in New York. If Bill's basis for believing 
Mary will be in New York is that she intends to be there and that 
there is a 99.99% chance that she will be where she intends to be, 
then Bill doesn't know that she will be in New York. He knows that 
she will be in New York or Trenton, he knows that she will very 
likely be in New York, he should make plans on the assumption 
that she will be in New York, and so on. But if he knows that she 
would be in Trenton for the awards ceremony were she to win, 
then he does not know that she will be in New York. Thus, there 
are no obvious consequences for Bill that hinge on whether he 
knows that Mary will be in New York or only knows it extremely 
likely. Further, it is important to note that we are not in Bill's sit- 
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nation very often. This means that it remains open that we often 
know where people will be (and not just where they are very likely 
to be). Thus, although it might seem at first that denying that Bill 
knows that Mary will be in New York forces us to give up a number 
of intuitions, reflection shows that this is not the case. Harman's 
worries, though natural, are ultimately misplaced. 

7. Conclusion 

In both of its versions, the lottery paradox poses serious challenges 
to our assumptions about knowledge and rational belief. A satis- 
fying solution should not only answer these challenges, but also 
explain both why our initial assumptions might have been wrong 
and why we had them in the first place. I believe that the Statistical 
Support accounts go a long way in this direction. The lottery sit- 
uation is unusual because of the probabilistic nature of our evi- 
dence. Surprisingly, this fact is often de-emphasized in discussions 
of the lottery paradox. Yet, taking this feature as our starting point 
allows us to ask why beliefs based on probabilistic inferences are 
problematic. And we discover an answer: such beliefs fail to be 
connected with the truth in the appropriate ways, both from an 
objective point of view and from the point of view of the believer. 

Florida State University 

References 

Armstrong, David. 1973. Belief, Truth and Knowledge. Cambridge: Cambridge 
University Press. 

Bonjour, Lawrence. 1985. The Structure of Empirical Knowledge. Cambridge: 
Harvard University Press. 

Cohen, Stewart. 1988. "How To Be a Fallibilist." In Philosophical Perspectives, 
vol. 2, ed. James Tomberlin, 91-123. Atascadero, Calif.: Ridgeview Press. 

DeRose, Keith. 1996. "Knowledge, Assertion, and Lotteries." Australasian 
Journal of Philosophy 74:568-80. 

Dretske, Fred. 1981. Knowledge and the Flow of Information. Cambridge: MIT 
Press. 

Evnine, Simon. 1999. "Believing Conjunctions." Synthese 118:201-27. 
Foley, Richard. 1979. "Justified Inconsistent Beliefs." American Philosophical 

Quarterly 16:247-57. 
. 1987. The Theory of Epistemic Rationality. Cambridge: Harvard Uni- 

versity Press. 

408 

This content downloaded from 129.2.129.157 on Mon, 21 Oct 2013 10:31:45 AM
All use subject to JSTOR Terms and Conditions



THE LOTTERY PARAD OX 

. 1993. Working Without a Net. Oxford: Oxford University Press. 
Gettier, Edmund. 1963. "Is Justified True Belief Knowledge?" Analysis 23: 

121-23. 
Ginet, Carl. 1975. Knowledge, Perception, and Memory. Boston: D. Reidel. 

. 1988. "The Fourth Condition." In Philosophical Analysis: A Defense 
By Example, ed. D.F. Austin, 105-17. Dordrecht: Kluwer Academic Pub- 
lishers. 

Goldman, Alan. 1984. "An Explanatory Analysis of Knowledge." American 
Philosophical Quarterly 21:101-08. 

Goldman, Alvin. 1967. "A Causal Theory of Knowledge." Journal of Philos- 
ophy 64:355-72. Reprinted in The Theory of Knowledge, ed. L. Pojman, 144- 
153 (Boston: Wadsworth, 1999). 

Harman, Gilbert. 1968. "Knowledge, Inference, and Explanation." Ameri- 
can Philosophical Quarterly 5:164-73. 

. 1973. Thought. Princeton: Princeton University Press. 
1986. Change in View. Cambridge: MIT Press. 

Klein, Peter. 1987. "On Behalf of the Skeptic." In The Possibility of Knowl- 
edge, ed. Steven Luper-Foy, 267-81. Totowa, NJ.: Rowman & Littlefield. 

. 1995. "The Virtues of Inconsistency." Monist 68:105-35. 
Kyburg, Henry. 1961. Probability and the Logic of Rational Belief. Middletown: 

Wesleyan University Press. 
Lehrer, Keith, and Thomas Paxson Jr. 1969. "Knowledge: Undefeated Jus- 

tified True Belief." Journal of Philosophy 66:225-37. 
Nozick, Robert. 1981. Philosophical Explanations. Cambridge: Harvard Uni- 

versity Press. 
Ryan, Sharon. 1991. "The Preface Paradox." Philosophical Studies 64:293- 

307. 
.1996. "The Epistemic Virtues of Consistency." Synthese 109:121-41. 

Sosa, Ernest. 1970. "Two Conceptions of Knowledge." Journal of Philosophy 
67:59-66. 

409 

This content downloaded from 129.2.129.157 on Mon, 21 Oct 2013 10:31:45 AM
All use subject to JSTOR Terms and Conditions


