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“Common Sense” Reasoning

(1) Bill brought his backpack to class every day of the semester.

So, [probably] (2) Bill will bring it to the next class.

(1.1) Bill’s backpack was stolen.

(3) Tweety is a bird

So, (4) Tweety flies.

(3.1) Tweety is a penguin.
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Induction

Enumerative Induction
Given that all observed F s are G s, you infer that all F s are G s, or
at least the next F is a G .

Inference to the best explanation
Holmes infers the best explanation for footprints, the absence of
barking, the broken window: ‘The butler wears size 10 shoes, is
known to the dog, broke the window to make it look like a
burglary...’

Scientific hypothetic induction
Scientists infer that Brownian motion is caused by the movement
of invisible molecules.
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Hume: Does positive inductive evidence support rational
beliefs?

In the past, F s have been followed by G s (and never by non-G s)

UN: Nature is uniform (at least in regard to F s followed by G s).

So, the present case of an F will be followed by a G
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Hume: Does positive inductive evidence support rational
beliefs?

In the past, nature has been uniform (at least in regard to F s
followed by G s)

The present case is an instance of that uniformity

Nature is uniform (at lest in regard to the uniformity of F s
followed by G s)

So, the present case will be followed by a continuation of the
uniformity (G will follow)
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The Ravens Paradox

(IC) A hypothesis of the form “All As are Bs (∀x(A(x)→ B(x)))”
is confirmed by any positive instance “Aa & Ba”.

(EQ) If H and H ′ are logically equivalent, then if e confirms H, e
confirms H ′.

H: All ravens are black.

H ′: All nonblack things are nonravens.

But, then does a red jacket confirm H?
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Goodman’s New Riddle of Induction

All emeralds examined thus far are green.

This leads us to conclude (by induction) that (H1) all emeralds are
green, and every next green emerald discovered strengthens this
belief.

Call an emerald grue if “it is green before time t and blue after
time t.”

Suppose that t is some time in the future. Let H2 be “all emeralds
are grue”.

The data collected thus far seems to confirm H1 as well as H2, but
H1 seems to be a “better explanation”...

N. Goodman. Fact, Fiction and Forecast. Bobbs-Merrill, 1965.
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Use Probabilities

Maybe we should give up qualitative confirmation for a
quantitative approach through probability.

There are a huge number of nonblack things as well as nonravens,
the antecedent probability of finding a nonraven among nonblack
things is extremely high. Consequently, finding a nonbalck
nonraven only slightly increase the probability of “All ravens are
black.”

e supports h if the probability of h given e and the background
information is greater than the probability of h given the
background information alone:

p(h |e&b) > p(h | b).
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Probability

Kolmogorov Axioms:

1. For each E , 0 ≤ p(E ) ≤ 1

2. p(W ) = 1, p(∅) = 0

3. If E1, . . . ,En, . . . are pairwise disjoint (Ei ∩ Ej = ∅ for i 6= j),
then p(

⋃
i Ei ) =

∑
i p(Ei )

I p(E ) = 1− p(E ) (E is the complement of E )

I If E ⊆ F then p(E ) ≤ p(F )

I p(E ∪ F ) = p(E ) + p(F ) + p(E ∩ F )
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Be careful about your intuitions involving probabilities...

The Birthday Problem: How many people need to be in a room
so that the probability of two people having the same birthday is
greater than 50%?

greater than 99%?

This is not a paradox but a result that people often find puzzling.
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Conditional Probability

The probability of E given F , dented p(E |F ), is defined to be

p(E |F ) =
p(E ∩ F )

p(F )
.

Bayes Theorem: p(E |F ) = p(F |E )p(E)
p(F )
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Bayes theorem is important because it expresses the quantity
p(E |F ) (the probability of a hypothesis E given the evidence F ) —
which is something people often find hard to assess — in terms of
quantities that can be drawn directly from experiential knowledge.

Example: Suppose you are in a casino and you hear a person at
the next gambling table announce “Twelve”. We want to know
wether he was rolling a pair of dice or a roulette wheel. That is,
compare p(Dice | Twelve) with p(Roulette | Twelve). Based on
our background knowledge of gambling we have
p(Twelve | Dice) = 1/36 and p(Twelve |Roulette) = 1/38. Based
on our observations about the casino, we can judge the prior
probabilities p(Dice) and p(Roulette). But this is now enough to
calculate the required probabilities.
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Three Prisoner’s Paradox

Three prisoners A,B and C have been tried for murder and their
verdicts will told to them tomorrow morning. They know only that
one of them will be declared guilty and will be executed while the
others will be set free. The identity of the condemned prisoner is
revealed to the very reliable prison guard, but not to the prisoners
themselves. Prisoner A asks the guard “Please give this letter to
one of my friends — to the one who is to be released. We both
know that at least one of them will be released”.
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Three Prisoner’s Paradox

An hour later, A asks the guard “Can you tell me which of my
friends you gave the letter to? It should give me no clue regarding
my own status because, regardless of my fate, each of my friends
had an equal chance of receiving my letter.” The guard told him
that B received his letter.

Prisoner A then concluded that the probability that he will be
released is 1/2 (since the only people without a verdict are A and
C ).
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Three Prisoner’s Paradox

But, A thinks to himself:

Before I talked to the guard my chance of being executed
was 1 in 3. Now that he told me B has been released,
only C and I remain, so my chances of being executed
have gone from 33.33% to 50%. What happened? I
made certain not to ask for any information relevant to
my own fate...

Explain what is wrong with A’s reasoning.
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A’s reasoning

Consider the following events:

GA: “Prisoner A will be declared guilty” (we have p(GA) = 1/3)

IB : “Prisoner B will be declared innocent” (we have p(IB) = 2/3)

We have p(IB | GA) = 1: “If A is declared guilty then B will be
declared innocent.”

Bayes Theorem:

p(GA | IB) = p(IB | GA)
p(GA)

p(IB)
= 1 · 1/3

2/3
= 1/2
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A’s reasoning, corrected

But, A did not receive the information that B will be declared
innocent, but rather that “the guard said that B will be declared
innocent.” So, A should have conditioned on the event:

I ′B : “The guard said that B will be declared innocent”

Given that p(I ′B | GA) is 1/2 (given that A is guilty, there is a
50-50 chance that the guard could have given the letter to B or
C ). This gives us the following correct calculation:

p(GA | I ′B) = p(I ′B | GA)
p(GA)

p(I ′B)
= 1/2 · 1/3

1/2
= 1/3
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Base-Rate Fallacy
In a city of 1 million inhabitants there are 100 known terrorists and
999,900 non-terrorists.

The base rate probability of one random
inhabitant of the city being a terrorist is thus 100

1,000,000 .

In an attempt to catch the terrorists, the city installs a surveillance
camera with automatic facial recognition software. If one of the
known terrorists is seen by the camera, the system has a 99%
probability of detecting the terrorist and ringing an alarm bell. If
the camera sees a non-terrorist, it will only incorrectly trigger the
alarm 1% of the time.

Suppose somebody triggers the alarm. What is the chance he/she
is really a terrorist?

Common Answer: p(T |B) = p(B|T ) = 99%

p(T |B) = p(B|T )p(T )
p(B) = 0.99(100/1, 000, 000)/[(0.99 · 100 +

0.01 · 999900)/1, 000, 000] = 1/102 ≈ 0.98%
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Monty Hall Dilemma

Suppose you’re on a game show, and you’re given the choice of
three doors. Behind one door is a car, behind the others, goats.
You pick a door, say number 1, and the host, who knows what’s
behind the doors, opens another door, say number 3, which has a
goat. He says to you, “Do you want to pick door number 2?” Is it
to your advantage to switch your choice of doors?
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Monty Hall (1)

H1: The care is behind door 1

H2: The care is behind door 2

H3: The care is behind door 3
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Monty Hall (2)

Reasoning 1: E : The car is not behind door 3 (¬H3 ↔ H1 ∨ H2)

p(H1 | E ) = p(E |H1)p(H1)
p(E)

= p(E | H1) p(H1)
p(E |H1)p(H1)+p(E |H2)p(H2)+p(E |H3)p(H3)

= 1 ·
1
3

1· 1
3
+1· 1

3
+0· 1

3

= 1 ·
1
3
2
3

= 1
2

Similarly for p(H2 | E ), so do not switch.
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Monty Hall (3)

Reasoning 2: F : Monty opened door number 3

p(H2 | F ) = p(F |H2)p(H2)
p(F )

= p(F | H2) p(H2)
p(F |H1)p(H1)+p(F |H2)p(H2)+p(F |H3)p(H3)

= 1 ·
1
3

1
2
· 1
3
+1· 1

3
+0· 1

3

= 1 ·
1
3
1
2

= 2
3

So, p(H1 | F ) = 1
3 and p(H2 | F ) = 2

3 ,

so you should switch
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Monty Hall: Reasoning 1 vs. Reasoning 2
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